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5.1 Introduction
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3

With its exotic sounding name, a neural network model (formally, for the models discussed in this course,
multi-layer perceptrons) is often regarded as a mysterious and powerful predictive tool. Perhaps
surprisingly, the most typical form of the model is, in fact, a natural extension of a regression model.

The prediction formula used to predict new cases is similar to a regression's, but with an interesting and
flexible addition. This addition enables a properly trained neural network to model virtually any
association between input and target variables. Flexibility comes at a price, however, because the problem
of input selection is not easily addressed by a neural network. The inability to select inputs is offset
(somewhat) by a complexity optimization algorithm named stopped training. Stopped training can reduce
the chances of overfitting, even in the presence of redundant and irrelevant inputs.
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e S .
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5

Like regressions, neural networks predict cases using a mathematical equation involving the values
of the input variables.
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Neural Network Prediction Formula
A A A A A
Yy =Wy + Wy Hy + Woy Hy + W3 H,
H,= tanh(‘?vm + lI’\V11 Xt VI|\’12 X5)

A A A
H, = tanh(wy, + Wy, X; + W5, X5)

A A A
H; = tanh(w;, + w;4 X; + W3, X5)

A neural network can be thought of as a regression model on a set of derived inputs, called hidden units.
In turn, the hidden units can be thought of as regressions on the original inputs. The hidden unit
“regressions” include a default link function (in neural network language, an activation function), the
hyperbolic tangent. The hyperbolic tangent is a shift and rescaling of the logistic function introduced

in Chapter 3.

Because of a neural network’s biological roots, its components receive different names from
corresponding components of a regression model. Instead of an intercept term, a neural network has a
bias term. Instead of parameter estimates, a neural network has weight estimates.

What makes neural networks interesting is their ability to approximate virtually any continuous
association between the inputs and the target. You simply specify the correct number of hidden units and
find reasonable values for the weights. Specifying the correct number of hidden units involves some trial
and error. Finding reasonable values for the weights is done by least squares estimation (for interval-

valued targets).
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Neural Network Binary Prediction Formula

A
p A A A A
|°9('1 ﬁ)= Woo + Wor Hy + Wy H, + Wy H,
A A A
H, =tanh(w,o + Wy, X4 + W5 X))
A A A
H, = tanh(wy, + Wy, X; + W5, X5)

A A A
H; = tanh(w;, + w;4 X; + W3, X5)

8

When the target variable is binary, as in the demonstration data, the main neural network regression
equation receives the same logit link function featured in logistic regression. As with logistic regression,
the weight estimation process changes from least squares to maximum likelihood.
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Neural Network Diagram

A
p A A A A
|°9('1 ﬁ)= Woo + Wor Hy + Wy H, + Wy H,
A A A
H, =tanh(w,o + Wy, X4 + W5 X))
A A A
H, = tanh(wy, + Wy, X; + W5, X5)

A A A
H; = tanh(w;, + w;4 X; + W3, X5)

Multi-layer perceptron models were originally inspired by neurophysiology and the interconnections

between neurons, and they are often represented by a network diagram instead of an equation. The basic

model form arranges neurons in layers. The first layer, called the input layer, connects to a layer of
neurons called a hidden layer, which, in turn, connects to a final layer called the target or output layer.
Each element in the diagram has a counterpart in the network equation. The blocks in the diagram
correspond to inputs, hidden units, and target variables. The block interconnections correspond to the

network equation weights.
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MR 0 AT .
Prediction lllustration — Neural Networks

" A A A A A
logit( p) = Wop + Woy Hy + Wyy Hy + Woy Hy
A A A
Hy = tanh(wyo + Wy Xq + Wiz X)
A A A
Hy = tanh(wyg + Wyq Xq + Wy X5)

A A A
H; = tanh(wy, + waq X3 + W33 Xp)

11

To demonstrate the properties of a neural network model, consider again the two-color prediction
problem. As always, the goal is to predict the target color based on the location in the unit square.

As with regressions, the predictions can be decisions, rankings, or estimates. The logit equation produces
a ranking or logit score.

ST A .
Prediction Illlustration — Neural Networks

. A ) A A A
logit{ p) = Wog + Woy H, + Wog Ha + Wos Hy
A A A
H; = tanh(Wyg + Wyq X1 + Wiz X3)
A A A
H, = tanh(Wgg + Waq X, + Wap X3)

A A A
H; = tanh(Waq + Waq X; + Wap X;)

Need weight estimates.

12

As with a regression model, the primary task is to obtain parameter or, in the neural network case, weight
estimates that result in accurate predictions. A major difference between a neural network and a regression
model, however, is the number of values to be estimated and the complicated relationship between the
weights.
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MR 0 AT .
Prediction lllustration — Neural Networks

IOQit(Ja} = l"‘\"".'m + Wy Hy + "‘“’nz' Hy + Wos Hs
A
H;= ta"h{ﬁ'm + W x4+ I',"l\’m Xa)
A A A
H, = tanh(Wgg + Waq X, + Wap X3)

A A A
H; = tanh(Waq + Waq X; + Wap X;)

Weight estimates found by
maximizing:

> log(p) + Y. log(1 - p)

13

For a binary target, the weight estimation process is driven by an attempt to maximize the log-likelihood
function. Unfortunately, in the case of a neural network model, the maximization process is complicated
by local optima as well as a tendency to create overfit models. A technique illustrated in the next section
(usually) overcomes these difficulties and produces a reasonable model.
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MR 0 AT .
Prediction lllustration — Neural Networks

logit(p) =05+ 26 Hy+ 1.9 Hy+ 0.63 H,
Hy=tanh(-18 + 020 x, + -18 x,)
Hy=tanh( 27 + 27 x;+ 53 x,)
Hy=tanh(-50 + 6.1 x;+ 4.3 x3)

Ao 1

p= 1 + glogit()
Probability estimates are
obtained by solving the logit

equation for p'for each (x;, X,).
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Even a relatively simple neural network with three hidden units permits elaborate associations between
the inputs and the target. While the model might be simple, explanation of the model is decidedly not.
This lack of explicability is frequently cited as a major disadvantage of a neural network. Of course,
complex input/target associations are difficult to explain no matter what technique is used to model them.
Neural networks should not be faulted, assuming that they correctly modeled this association.

After the prediction formula is established, obtaining a prediction is strictly a matter of plugging the input
measurements into the hidden unit expressions. In the same way as with regression models, you can
obtain a prediction estimate using the logistic function.
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T O A . |
Neural Nets: Beyond the Prediction Formula

Manage missing values.
Handle extreme or unusual values.

Use non-numeric inputs.

16

Neural networks share some of the same prediction complications with their regression kin.

The most prevalent problem is missing values. Like regressions, neural networks require a complete
record for estimation and scoring. Neural networks resolve this complication in the same way that
regression does, by imputation.

Extreme or unusual values also present a problem for neural networks. The problem is mitigated
somewhat by the hyperbolic tangent activation functions in the hidden units. These functions squash
extreme input values between -1 and +1.

Nonnumeric inputs pose less of a complication to a properly tuned neural network than they do to
regressions. This is mainly due to the complexity optimization process described in the next section.

Unlike standard regression models, neural networks easily accommodate nonlinear and nonadditive
associations between inputs and target. In fact, the main challenge is over-accommodation, that is, falsely
discovering nonlinearities and interactions.

Interpreting a neural network model can be difficult, and while it is an issue, it is one with no easy
solution.
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@ )) Training a Neural Network

Several tools in SAS Enterprise Miner include the term neural in their name. The Neural Network tool is
the most useful of these. (The AutoNeural and DM Neural tools are described later in the chapter.)

1. Select the Model tab.

2. Drag a Neural Network tool into the diagram workspace.

3. Connect the Impute node to the Neural Network node.

L4« Predictive Analysis BIEIES I

Pl [ ol e

|_'£m,m‘.m
v.q 97hK E'\Epepuoemem Esasb ata partition ﬁmhﬂﬁﬁh‘ Tree -
o
_Rage_-aum{ ] @
b il & o
[
4 | AR —F @ ez

With the diagram configured as shown, the Neural Network node takes advantage of the
transformations, replacements, and imputations prepared for the Regression node.

The neural network has a default option for so-called “preliminary training.”
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4. Select Optimization = j from the Neural Network Properties panel.

MHode (D

Imported Data

Exported Data

MHotes

ariahles

S

Cantinue Training M
Hetwiork

Cptimization

Initialization Seed 12345

hodel Selection Criterion|ProfifLoss

Suppress Cutput M0

Hidden Units

Fesiduals =3

Standardization il

5. Select Enable = No under the Preliminary Training options.

E:_Dptimizatiun
Property Walue
‘Bocelerate 1.2 -
Decelerate 0.4 _I
Learn 0.1
daximum Learning an.0
dinimum Learning 1.0E-5
-l ormentum n.o
“daximum Momentum 1.74
~[Tilt 0.0
Freliminary Training
Enahble Mo
Mumhber of Runs ]
“aximum lterations 10
-aximum Time 1 Hour i

-

Enahle

Indicates whether to perform preliminary training, The default is Mo

o |




5-14 Chapter 5 Introduction to Predictive Modeling: Neural Networks and Other Modeling Tools

6. Run the Neural Network node and view the results.

The Results - Node: Neural Network Diagram window opens.

&5 Results - Mode: Neural'Network Diagram: Predictive Analysis

File Edit View Window

ENEREN BT

Score Rankings Overlay: TargetB © ] o E B Eﬂ Fit Statistics

|Cumulati\.-'e Lift v| Fit Statistics Etatistics
ahel

_DFT_ Total Degre...
_DFE_ Degrees of ..
_DFmM_ Madel Degr...
_ WY Mumber af .
_AIC_ Akaike's Inf..
_S8BC_ Schwarz's ..
4'n GIU SIU 1EIJU _MSE_ ﬁwer‘age 2q...

L _ M aximum A...
Percentile Dy Divisar far A...

——— VALIDATE | Sum of Fre...

a4 a4 oo
o = oW
| I [

Cumulative ...

Iteration Plot :

| Average Squared Error . Dodotech

13MAYOS

0.250 -
0.240

0.235 1

T
10

Training heration

Train: Average Squared Error.
—Valid: Average Squared Error.
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7. Maximize the Fit Statistics window.

F=] Fit Statistics :
Target Fit Statiztics | Statistics Train Validation [Test
Lahel

argetB _DFT_ Total Degre... 4343

argetB _DFE_ Degrees of ... 45490

argetB _DFM_ Model Degr... 253

argetd M Humber of ... 263

argetd _AIC Akaike's Inf.. 7014 564

argetd _SBC_ Schwarz's ... BRe5.342 !
argetd _ASE_ Average 50.. 0.2396245 0.242925
argetd _hife_ Maxirmum A 0.7E0452 0774254
argetd _ D Diivigar for A... YR36 YR3E
argetd _MOBS_ SumofFre... 4343 4343
argetd _RASE_ Root Avera. .. 0.4395145 0492874
argetd _S85E_ Sum of Sgu... 2321.008 23524872
argetB =100 Sumof Cas... YR36 YR36E
argetB _FPE_ Final Predic... 0.266041 !
argetB _MSE_ Mean Squa.. 0.252833 0.242925
argetB _RFPE_ Root Final .. 05147492 )
argetB _RMSE_ Root Mean ... 0502824 0492874
argetB _AVERRE_  Averane Err.. 0671956 0673893
argetB _ERR_ Errar Functi... 6508 564 Ba75.754
argetB _MISC_ Misclassific... 0418542 0430104
argetB WROMNG_ Mumber af 2027 2083

The average squared error and misclassification are similar to the values observed from regression

models in the previous chapter. Notice that the model contains 253 weights. This is a large model.
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8. Go to line 54 of the Output window. There you can find a table of the initial values for the neural

network weights.

© 00N O WN =

250
251
252
253

The NEURAL Procedure

Optimization Start
Parameter Estimates

Parameter

DemMedHomeValue_H11
DemPctVeterans_H11
GiftTimeFirst_H11
GiftTimelLast_H11
IMP_DemAge_H11
IMP_LOG_GiftAvgCard36_H11
IMP_REP_DemMedIncome_H11
LOG_GiftAvg36_H11
LOG_GiftAvgAll_H11

H11_TargetB1
H12_TargetB1
H13_TargetB1
BIAS_TargetB1

Estimate

-0.004746
-0.011042
-0.026889
-0.024545
0.008120
0.055146
-0.167987
0.087440
0.063190

w o o o

-0.00041

Gradient
Objective
Function

O OO0 0000 oo

-0.004814
-0.000030480
0.001641
1.178583E-15

Despite the huge number of weights, the model shows no signs of overfitting.

9. Go to line 395. You can find a summary of the model optimization (maximizing the likelihood
estimates of the model weights).

Iterations
Gradient Calls
Objective Function

3lope of 3earch Direction

Optinization Fesults

0.6365394579
-0.000752595

WARNING: QUANEYW Optimization cannot be completed.

Function Calls
Active Constraints

Max ibs Gradient Element

QUANEW needs more than 50 iterations or 2147483647 function calls.

136
1]
0.0076065979

Notice the warning message. It can be interpreted to mean that the model-fitting process did not

converge.

10. Close the Results - Neural Network window.
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11. Reopen the Optimization window and examine the Optimization options in the Properties panel for

12.
13.
14.

the Neural Network node.

E4 Optimization

Properky Yalue
Training Technigue Default *l
faximum Iterations a0 I
Maxirmum Time 4 Hours
Honlinear Options
Ahsolute -1.34078E154
Ahsolute Function 0
“Ahsolute Function Times 1
“Ahsolute Gradient 1.0E-5
“Ahsolute Gradient Times 1
Ahsolute Parameter 1.0E-8
“Ahsolute Parameter Times 1
‘|Relative Function 0.0
‘-Enlmiun Funrtinn Times 1 ll
Training Technigque =
apecifies the training technique. The following are walid selections:
DEFAULT (the default depends on the number of weights that are applied
during execution), Trust-Eegion, Levenberg-hlarquardt, Ouasi-MHewton,
Conjugate Gradient, DBLDOG, BaclProp, EPROP (uses a sepatate learning
rate for each weight, and adapts all the learning rates during training, and
QPEOP (QuickProp iz a Mewton-like method but uzes a diagonal hd|
(0] I Cancel |

The maximum number of iterations, by default, is 50. Apparently, this is not enough for the network

training process to converge.

Type 100 for the Maximum Iterations property.

Run the Neural Network node and examine the results.

Maximize the Output window. You are again warned that the optimization process still failed to

converge (even after 100 iterations).

QUANEW needs more than 100 iterations or 2147483647 function calls

WARNING: QUANEW Optimization cannot be completed.
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15. Maximize the Fit Statistics window.

=] Fit Statistics :
Tarnet Fit Statistics | Statistics Train YWalidation Test
Lahel

argetB _DFT_ Total Degre... 4343

argetB _DFE_ Degrees of ... 45490

argetd _DFM_ mModel Degr... 263

argetB W mumber of .. 263

argetB AT Akaike's Inf.. 7014.564

argetB _GBBC_ Schware's ... aha5.342 !
argetB _ABE_ Average 5. 02396245 0242924
argetB A Maximum A, 0.7E0432 0774254
argetB Dy Divisor for A, Y626 Y626
argetB _MOBS_ Sum of Fre... 4343 4343
argetB _RASE_ Root Avera... 0.4395145 0492874
arpetB _S85E_ Sum of Sgu... 2321.008 23652872
argetB _ Sy Sum ofCas... HESE HESE
argetB _FPE_ Final Predic... 0266041 !
argetd _MSE_ Mean Squa... 0252833 02428245
argetd _RFPE_ Root Final ... 0514792 !
argetB _RMSE_ Foot Mean .. 0502824 0492874
argetB _AVERR_ Awerage Err.. DE71956 06728493
argetB _ERR_ Errar Functi... GBa08.564 Fa75.7549
argetd _MISC_ Misclassific... 0413542 0.4301 045
argetB OWROMG_ Numberof . 2027 2083

Curiously, increasing the maximum number of iterations changes none of the fit statistics. How can
this be? The answer is found in the Iteration Plot window.
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16. Examine the Iteration Plot window.

o )

Iteration Plot

Average Squared Error -

0,26 - J\/J/\W
\bﬁ
0.24 -

0224 &

T T T T T T
0 20 40 60 a0 100

Training Iteration

Train: Average Squared Error.
Yalid: Average Squared Error.

The iteration plot shows the average squared error versus optimization iteration. A massive
divergence in training and validation average squared error occurs near iteration 14, indicated by the
vertical blue line.

The rapid divergence of the training and validation fit statistics is cause for concern. This primarily
results from a huge number of weights in the fitted neural network model. The huge number of
weights comes from the use of all inputs in the model. Reducing the number of modeling inputs
reduces the number of modeling weights and possibly improves model performance.

17. Close the Results window.
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5.2 Input Selection

R0 AT
Model Essentials — Neural Networks

_» Select useful inputs. None

19

The Neural Network tool in SAS Enterprise Miner lacks a built-in method for selecting useful inputs.
While sequential selection procedures such as stepwise are known for neural networks, the computational
costs of their implementation tax even fast computers. Therefore, these procedures are not part of SAS
Enterprise Miner. You can solve this problem by using an external process to select useful inputs. In this
demonstration, you use the variables selected by the standard regression model. (In Chapter 8, several
other approaches are shown.)



5.2 Input Selection 5-21

@ , Selecting Neural Network Inputs

This demonstration shows how to use a logistic regression to select inputs for a neural network.

pd Additional dimension reduction techniques are discussed in Chapter 8.
1. Delete the connection between the Impute node and the Neural Network node.

2. Connect the Regression node to the Neural Network node.

Ben Predictive Analysis

] | =, Polynomial
/ Regression (2)
B Replacement - ) S e . |
- :5 I':'l(" 2) - - E(_impute - / Regression HNew al Metwork

4 B2

3. Right-click the Neural Network node and select Update from the shortcut menu.
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4. Open the Variables dialog box for the Neural Network node.

T q
B Vartables - Nedral

“(nonej v” [] not ‘Equalto v|| || ‘ | Apply H Reset |
Hame | Use | Report | Role | Lewel | Type | Order | Lahel | Format
Demcluster  Default Ho Rejected Mominal Character Demagraphic
DemGender Default Ho Rejected MHorminal Character Gender
DemHorme OwDefault Ho Rejected Binary Character Home Owner
DemtedHomiDefault Ho Input Interval mHumeric mMedian Home
DemhiedinconDefault Ho Rejected Interval MUrmeric Median Incam
DemPctveteraDefault Ho Rejected Interval Mumetic Fercent Veter.
GiftTimeFirst Default Ho Rejected Interval Murmeric Times Since F
GifiTimelLast Default Ho IRt Interval MUmeric Time Since Lz
IMP_DemAge Default Ho Rejected Interval Humeric Imputed: Age
IMP_LOG GifkDerault Ho Rejected Interval Murmeric Imputed: Tran
IMF_REF_DerDefault Ho Rejected Interval Mumetic Imputed: Repl
LOG_GiftAwo IiDefault Ho Rejected Interval mHumeric Transformed:
LG _GiftAgslDefault Ho IRt Interval MUrmeric Transfarmed:
LOG_GitAvaLDefault Ho Rejected Interval Mumetic Transfarmed:
LG _GitCntZiDerault Ho Input Interval Murmeric Transformed:
LG _GitCntalDefault Ho Rejected Intermal MuUrmeric Transfarmed:
LOG_GiftCntC Default Ho Rejected Interval Humeric Transformed:
LG GiftCntc Default Ho Rejected Interval Murmeric Transfarmed:
t_DemAge  Default Ho Rejected Binary Mumetic Imputation In
m_LCG Gty Default Ho Rejected Binary MHumeric Imputation In
_REF_DemhtDefault Ho Rejected Binary MUmeric Imputatian In
PromCnt12  Default Ho Rejected Interval Mumetic Fromaotion Ca
FPromCnt36  Default Ho Rejected Interval Murmeric Fromuotion Co
FromCntall  Default Ho Rejected Interval Mumetic Fromaotion Ca
PromCntCard Default Ho Rejected Interval mHumeric Fromaotion Co
PramCntCard Default Ho Rejected Interval Mumetric Fromaotion Ca -
1 [+
- tepwre. | updatePath || ok || cancer |

5. Close the Variables dialog box.

Only the inputs selected by the Regression node's stepwise procedure are not rejected.
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6. Run the Neural Network node and view the results.

The Fit Statistics window shows an improvement in model fit using only 19 weights.

E=7 Fit Statistics f
Tarnet Fit Statistics | Statistics Train YWalidation Test
Lahel
TargetB _DFT_ Tatal Deare... 4343
TargetB _DFE_ Degrees of ... 4824
TargetB _DFM_ Model Degr... 14
TargetB WY Mumber of ... 19
TargetB _AIT Akaike's Inf.. B573.4049
TargetB _SBC_ Schwarz's .. FEYR 629 ]
TargetB _ASE_ Average 50... 0.240833 0.240441
TargetB A [ ERT 07FT 0.78162
TargetB _ Dy Diivisar for A YR36 YR26
TargetB _MOBS_ SumaofFre... 4343 4343
TargetB _RASE_ Root Avera... 0.4904 0.4903243
TargetB _85E_ Sum of Sgu... 23341549 2328913
TargetB =10 Sum of Cas.. 9636 9636
TargetB _FPE_ Final Predic... 0.242881 ]
TargetB _MSE_ Mean Squa... 0.241932 0.240441
TargetB _RFPE_ Root Final ... 0.49283 ]
TargetB _RMSE_ Root Mean . 0.491866 0.480348
TargetB _AVERRE_  Average Err... 0674727 0.673563
TargetB _ERR_ Error Functi... F5.35.409 F524.13
TargetB _MISC_ Mizclassific... 0427421 0421639
TargetB WROMG Mumber of 2070 2042

The validation and training average squared errors are nearly identical.
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5.3 Stopped Training

R0 AT
Model Essentials — Neural Networks

Optimize complexity. Stopped training

22

As was seen in the first demonstration, complexity optimization is an integral part of neural network
modeling. Other modeling methods selected an optimal model from a sequence of possible models. In the
demonstration, only one model was estimated (a neural network with three hidden units), so what was
being compared?

SAS Enterprise Miner treats each iteration in the optimization process as a separate model. The iteration
with the smallest value of the selected fit statistic is chosen as the final model. This method of model
optimization is called stopped training.
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T O A . |
Fit Statistic versus Optimization Iteration

initial hidden unit weights

logit(p) = 0 +HOH, + 0H, +0H,

23
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T O A . |
Fit Statistic versus Optimization Iteration

logit(p) = 0+ 0-Hy+ 0-H,+ 0-H,
H, = tanh(-1.5 - 05X, -/ 07X,)
H, = tanh( 79 - 17X, - 16X,)

H, = tanh( 57 + 05, +.55X,)

random initial
input weights and biases

24

To begin model optimization, model weights are given initial values. The weights multiplying the hidden
units in the logit equation are set to zero, and the bias in the logit equation is set equal to the logit(m;),
where m; equals the primary outcome proportion. The remaining weights (corresponding to the hidden
units) are given random initial values (near zero).

This “model” assigns each case a prediction estimate: p, = 7, . An initial fit statistic is calculated on
training and validation data. For a binary target, this is proportional to the log likelihood function:

2 1og(P; (W) + > log(L— p; (W)

primary secondary
outcomes outcomes
where
p; is the predicted target value.
W is the current estimate of the model parameters.

Training proceeds by updating the parameter estimates in a manner that decreases the value of the
objective function.
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T O A . |
Fit Statistic versus Optimization Iteration

26

As stated above, in the initial step of the training procedure, the neural network model is set up to predict
the overall average response rate for all cases.

MR A . |
Fit Statistic versus Optimization Iteration

training validation

27

One step substantially decreases the value average squared error (ASE). Amazingly, the model that
corresponds to this one-iteration neural network looks very much like the standard regression model,
as seen from the fitted isoclines.
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T O A . |
Fit Statistic versus Optimization Iteration

training validation

28

The second iteration step goes slightly astray. The model actually becomes slightly worse on the training
and validation data.

MR A . |
Fit Statistic versus Optimization Iteration

training validation

29

Things are back on track in the third iteration step. The fitted model is already exhibiting nonlinear and
nonadditive predictions. Half of the improvement in ASE is realized by the third step.
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30

Fit Statistic versus Optimization Iteration

training validation

31

Fit Statistic versus Optimization Iteration

training validation
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T O A . |
Fit Statistic versus Optimization Iteration

training validation

32

NSRS A O . |
Fit Statistic versus Optimization Iteration

training validation

33
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T O A . |
Fit Statistic versus Optimization Iteration

training validation

NSRS A O . |
Fit Statistic versus Optimization Iteration

validation

35

Most of the improvement in validation ASE occurred by the ninth step. (Training ASE continues
to improve until convergence in Step 23.) The predictions are close to their final form.
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T O A . |
Fit Statistic versus Optimization Iteration

validation

10

36

NSRS A O . |
Fit Statistic versus Optimization Iteration

validation

11

37
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Fit Statistic versus Optimization Iteration

validation

12

38

Step 12 brings the minimum value for validation ASE. While this model will ultimately be chosen as the
final model, SAS Enterprise Miner continues to train until the likelihood objective function changes by

a negligible amount on the training data.

Fit Statistic versus Optimization Iteration

validation

23

49

In Step 23, training is declared complete due to lack of change in the objective function from Step 22.
Notice that between Step 13 and Step 23, ASE actually increased for the validation data. This is a sign

of overfitting.
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T O A . |
Fit Statistic versus Optimization Iteration

12

50

The Neural Network tool selects the modeling weights from iteration 13 for the final model. In this
iteration, the validation ASE is minimized. You can also configure the Neural Network tool to select
the iteration with minimum misclassification or maximum profit for final weight estimates.

e The name stopped training comes from the fact that the final model is selected as if training
were stopped on the optimal iteration. Detecting when this optimal iteration occurs (while
actually training) is somewhat problematic. To avoid stopping too early, the Neural Network
tool continues to train until convergence on the training data or until reaching the maximum
iteration count, whichever comes first.
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E_ @) Increasing Network Flexibility

Stopped training helps to ensure that a neural network does not overfit (even when the number of network
weights is large). Further improvement in neural network performance can be realized by increasing the
number of hidden units from the default of three. There are two ways to explore alternative network sizes:

¢ manually, by changing the number of weights by hand
o automatically, by using the AutoNeural tool

Changing the number of hidden units manually involves trial-and-error guessing of the “best” number
of hidden units. Several hidden unit counts were tried in advance. One of the better selections is
demonstrated.

1. Select Network = _| from the Neural Network properties panel.

Properky Walue

MHode (D MHeural
| Impored Data
| Exported Data =
I Motes
ariables
Continue Training Mo
I etwark -
Optimization =
Initialization Seed 123445
Maodel Selection CriteProfitfLoss
Suppress Output o
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The Network window opens.

Frope Yallue | |
MLP —

Direct Cannection Mo

Mumber of Hidden Linits [d]

Randomization Distribution Mormal

Randomization Center 0.0

Randomization Scale 1.0

Input Standardization Standard Deviation

Hidden Layer Combination Function Diefault

Hidden Layer Activation Function Default

Hidden Bias g5

Tardet Layver Cambination Functian Default

Target Layver Activation Function Default

Target Layer Error Function Ciefault -
Architecture

apecifies which network architecture is used in constructing the networls
The following atre walid selections; generalized linear model, multilayer
perceptron, ordinary radial basis function with equal widths, ordinary radial
basis function with unequal widths, normalized radial basis function with
equal heights, normalized radial basis function with equal wolwmes, nonmalized

OK Cancel

2. Type 6 as the Number of Hidden Units value.
3. Select OK.

4. Run the Neural Network node and view the results.
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The Fit Statistics window shows good model performance on both the average squared error and

misclassification scales.

F=] Fit Statistics §
Target Fit Statistics | Statistics Train Yalidation |Test
Lahel
TargetB _DFT_ Tatal Dedgre... 4343
TargetB _DFE_ Degrees of ... 4306
TargetB _DFm_ mModel Degr... ar
TargetB Y Mumbier of . ar
TargetB _AIG_ Akaike's Inf.. BREOT.6
TargetB _SBC_ Schwarz's ... FE41. 5456 .
TargetB _ASE Averade Sq... 0240623 023938
TargetB A Maximurm A, . 08457328 0869934
TargetB _Dh Divisor far A 9636 9636
TargetB _MOBS_ Sum af Fre.. 4343 4343
TargetB _RASE_ Root Avera... 0.490533 0.4897 76
TargetB _8B5E_ Sum of Sgu... 2330673 2323478
TargetB _SLInY_ Sum of Cas... YR36 YR36
TargetB _FPE_ Final Predic... 0.244328 .
TargetB _MSE_ Mean Sgua... 0.242475 0.23988
TargetB _RFFE_ Root Final ... 04594295 .
TargetB _RMSE_ Root Mean .. 0492418 0489776
TargetB _AWERR_ Awerage Err.. 0673921 0672391
TargetB _ERE_ Error Functi... BA27 6 51278
TargetB _MISC_ Misclassific... 0427421 0422878
TargetB OWROMG_ Mumber of 2070 2048
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The iteration plot shows optimal validation average squared error occurring on iteration 5.

Iteration Plot
Average Sguared Error -
0.250
0.245+
T I T T
1] 10 20 a0

Training Iteration

Train: Average Squared Error.
Walid: Average Squared Error.

Unfortunately, there is little else of interest to describe this model. (In Chapter 8, a method is shown
to give some insight into describing the cases with high primary outcome probability.)
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@ Using the AutoNeural Tool (Self-Study)

The AutoNeural tool offers an automatic way to explore alternative network architectures and hidden unit
counts. This demonstration shows how to explore neural networks with increasing hidden unit counts.

1.
2.
3.

© N o O

Select the Model tab.
Drag the AutoNeural tool into the diagram workspace.

Connect the Regression node to the AutoNeural node as shown.

Ben Predictive Analysis

I Palynaomizl
/ Regression (2)

Replacement I 1 . i '
E\Etz) IJj\dmpute / Regression %Newal Metwoark

E%z Avtoheural |

| W W -

4| [

Y BNy o o =G= @‘mu% |v| & 4

Six changes must be made to the AutoNeural node's default settings.

Select Train Action = Search. This configures the AutoNeural node to sequentially increase the
network complexity.

Select Number of Hidden Units = 1. With this option, each iteration adds one hidden unit.

Select Tolerance = Low. This prevents preliminary training from occurring.

Select Direct = No. This deactivates direct connections between the inputs and the target.

Select Normal = No. This deactivates the normal distribution activation function.
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9. Select Sine = No. This deactivates the sine activation function.

ElModel Options
“Architecture Single Layver
“Termination Chverfitting
‘Train Action Search [ ]
“Target Laver Error FiDefault
haximum lterations (2
-Murmber of Hidden L1 [ ]
“Tolerance Lot —
- Total Time Cne Hour

Increment and Sear
“Adiust terations BS

-Freeze Connections bao
-Total Murmber of Hid 30

“Final Training B

Final lterations A

Activation Functions

Direct Mo

Exponential [

-l e ntity [

Lonistic Mo

Mormal Mo [ ]
‘Reciprocal Mo |
Sine Mo [ ]
S oftmax [

Square [

“Tanh (3]

With these settings, each iteration adds one hidden unit to the neural network. Only the hyperbolic
tangent activation function is considered.

e After each iteration, the existing network weights are not reinitialized. With this restriction,
the influence of additional hidden units decreases. Also, the neural network models that you
obtain with the AutoNeural and Neural Network tools will be different, even if both networks
have the same number of hidden units.
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10. Run the AutoNeural node and view the results. The Results - Node: AutoNeural Diagram window
opens.

5 Results - Node: AutoNeural Diagram: Predictive Analysis

File Edit View Window

ENER=RERET

Score Rankings Cverlay: TargetB

g“ & [E | E] Fit Statistics

||Cumulati\.-‘e Lift v” Target Fit Statistics Etatistics Train Yalida
abel
argetB _DFT_ Total Degre... 4343 -
argetB _DFE_ Degrees of ... 4836
& 139 argets _DFM_ todel Deqr... 7
= argetB W Mumber of ... 7
E 124 argetB _AIC_ Akaike's Inf... FaRd4 638
B argetB _BBC_ Schwarz's .. AE30.085
E 114 argetB _ABE_ Ayerage Sq... 0242693
S argetB A Tlaximum A... 0.r0337a
argetb _Dih Diiwigar for A QERA
== | | ; | | argets _MOES_ Sum of Fre... 4843
0 20 40 G0 80 100 argetd _RASE_ Foot Avera... 0492638 0.4
Percentile argetB _GBEE_ Sum of Soqu... 23507M 23
argetB =10 Sum of Cas.. Q626
— TRAIM —VALIDATE| - = = I — mancn I,E

lteration Plot

| Average Squared Error Dodotech

18MAYOS

0.2500

0.2475

gaasgH N> o000 M

0.2425

0.2400 + ;

2 Variahle Summary

Training Step

Train: Average Squared Error, Heasurement Frequency
Valid: Average Squared Error. Lol _ Leuel Connt
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11. Maximize the Fit Statistics window.

F=] Fit Statistics :
Target Fit Statistics | Statistics Train Walidation Test
Lahel
TargetB _DFT_ Total Degre... 4343
Targetb _DFE_ Degrees of ... 4336
TargetB _DFM_ Model Degr... v
TargetB MW mHumber of ... v
TargetB _AIC_ Akaike's Inf.. FAhB4. 633
TargetB _SBC_ Schwarz's ... FR30.035 !
TargetB _ASE_ Average S50... 0242693 0.2411
TargetB A Paximum A 07033749 0.705861
Targetb _ Dy Diivizor for A... YESE U636
TargetB _MNOBS_ Surm of Fre... 4343 4843
TargetB _RASE_ Root Avera... 0482638 04810149
TargetB _85E_ Sum of Sgqu... 2350721 2335291
TargetB _SLINY Sum of Cas... YR36H GR36
TargetB _FPE_ Final Predic... 0.243395 !
TargetB _MSE_ Mean Squa... 0.243044 0.2411
Targetb _RFPE_ Foot Final ... 0.4933591 !
TargetB _RMSE_ Foot Mean .. 04929495 0491014
TargetB _AVERR_ Average Err... 067837 0675163
TargetB _ERRE_ Error Functi... BAT0.633 FA39.625
TargetB _MISC_ Misclassific... 0.426339 0.41741
TargetB WROMNMG_ Mumber of 20645 2022

The number of weights implies that the selected model has one hidden unit. The average squared
error and misclassification rates are quite low.
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12. Maximize the lteration Plot window.

13.
14.

lteration Plot

g [E

Average Sguared Error

0.2500 4

0.2475+

0.2450 4

0.2425 4

0.2400+

Training Step

Train: Average Squared Error.
Walid: Average Squared Error.

The AutoNeural and Neural Network node's iteration plots differ. The AutoNeural node's iteration

plot shows the final fit statistic versus the number of hidden units in the neural network.

Maximize the Output window. The Output window describes the AutoNeural process.

Go to line 52.

Search # 1 SINGLE LAYER trial # 1

_ITER_ _AIC_

6727.
6725.
6587.
6584.
6584.
6575.
6572.
6571
6570.
6570.

W00 ~NOO”Oh WN-—=O

82
17
79
69
10
69
57

.21

69
69

O OO0 OO0 O0oOOoOOoOOo

_AVERR_

.69315
.69287
.67869
.67837
.67831
.67744
.67712
.67698
.67692
.67692

O OO O 00O O0OOoOOoOOo

: TANH

_MISC_

.49990
.48462
.42866
.42639
.42804
.42660
.42763
.42866
.42845
.42845

_VAVERR_

O OO O 00O O0OOoOOoOOo

: Training

.69315
.69311
.67713
.67516
.67638
.67472
.67455
.67427
.67420
.67420

_VMISC_

O OO0 OO0 O0oOOoOOoOOo

.50010
.48193
.42350
.41751
.43031
.42061
.42783
.42205
.42061
.42061

These lines show various fit statistics versus training iteration using a single hidden unit network.

Training stops at iteration 8 (based on an AutoNeural property setting). Validation misclassification is
used to select the best iteration, in this case, Step 3. Weights from this iteration are selected for use in

the next step.
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15. View output lines 73-99.

Search # 2 SINGLE LAYER trial # 1 : TANH : Training

_ITER_ _AIC_ _AVERR_ _MISC_  _VAVERR_  _VMISC_
0 6596.69  0.67837  0.42639 0.67516  0.41751
1 6587.08  0.67738  0.42866 0.67472  0.42639
2 6581.99  0.67685  0.42928 0.67405  0.42123
3 6580.65  0.67671 0.42887 0.67393  0.42391
4 6579.01 0.67654  0.42763 0.67392  0.42267
5 6578.27  0.67647  0.43011 0.67450  0.42804
6 6577.64  0.67640  0.42474 0.67426  0.42453
7 6577.57  0.67640  0.42680 0.67458  0.42825
8 6575.88  0.67622  0.42845 0.67411 0.42783
8 6575.88  0.67622  0.42845 0.67411 0.42783

Selected Iteration based on _VMISC_

_ITER_ _AIC_ _AVERR_ _MISC_  _VAVERR_  _VMISC_

0 6596.69 0.67837 0.42639 0.67516 0.41751

A second hidden unit is added to the neural network model. All weights related to this new hidden
unit are set to zero. All remaining weights are set to the values obtained in iteration 3 above. In this
way, the two-hidden-unit neural network (Step 0) and the one-hidden-unit neural network (Step 3)
have equal fit statistics.

Training of the two-hidden-unit network commences. The training process trains for eight iterations.
Iteration O has the smallest validation misclassification and is selected to provide the weight values
for the next AutoNeural step.

16. Go to line 106.

Final Training Training

_ITER_ _AIC_ _AVERR_ _MISC_  _VAVERR_  _VMISC_
0 6584.69  0.67837  0.42639 0.67516  0.41751
1 6584.10  0.67831 0.42804 0.67638  0.43031
2 6573.21 0.67718  0.42783 0.67462  0.42350
3 6571.19  0.67698  0.42990 0.67437  0.42247
4 6570.98  0.67695  0.42887 0.67431 0.42308
5 6570.56  0.67691 0.43052 0.67418  0.42081
5 6570.56  0.67691 0.43052 0.67418  0.42081

Selected Iteration based on _VMISC_
_ITER_ _AIC_ _AVERR_ _MISC_ _VAVERR_ _VMISC_

0 6584.69 0.67837 0.42639 0.67516 0.41751

The final model training commences. Again iteration zero offers the best validation misclassification.
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The next block of output summarizes the training process. Fit statistics from the iteration with the
smallest validation misclassification are shown for each step.

Final Training History
_step_ _func_ _status_ _iter_ _AVERR_ _MISC_ _AIC_ _VAVERR_ _VMISC

SINGLE LAYER 1 TANH initial 0 0.69315 0.49990 6727.82 0.69315 0.50010
SINGLE LAYER 1 TANH keep 3 0.67837 0.42639 6584.69 0.67516 0.41751
SINGLE LAYER 2 TANH reject 0 0.67837 0.42639 6596.69 0.67516 0.41751

Final 0 0.67837 0.42639 6584.69 0.67516 0.41751

Final Model
Stopping: Termination criteria was satisfied: overfitting based on _VMISC_

_func_ _AVERR_ _VAVERR_ neurons

TANH 0.67837 0.67516 1

The Final Model shows the hidden units added at each step and the corresponding value of the
objective function (related to the likelihood).
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5.4 Other Modeling Tools (Self-Study)

T A .
Model Essentials — Rule Induction

Predict new cases. Prediction rules /
prediction formula
Select useful inputs. Split search/
none
Optimize complexity. RIpPIAEE

stopped training

55

There are several additional modeling tools in SAS Enterprise Miner. This section describes the intended
purpose (that is, when you should consider using them), how they perform the modeling essentials, and
how they predict the simple example data.

The Rule Induction tool combines decision tree and neural network models to predict nominal targets. It
is intended to be used when one of the nominal target levels is rare.

New cases are predicted using a combination of prediction rules (from decision trees) and a prediction
formula (from a neural network, by default). Input selection and complexity optimization are described
below.
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56

Rule Induction Predictions

m [Rips create prediction
rules.]

m A binary model
sequentially classifies
and removes correctly
classified cases.

m [A neural network predicts
remaining cases.]

The Rule Induction algorithm has three steps:

Using a decision tree, the first step attempts to locate “pure” concentrations of cases. These are regions
of the input space containing only a single value of the target. The rules identifying these pure
concentrations are recorded in the scoring code, and the cases in these regions are removed from the
training data.

The simple example data does not contain any “pure” regions, so the step is skipped.

The second step attempts to filter easy-to-classify cases. This is done with a sequence of binary target
decision trees. The first tree in the sequence attempts to distinguish the most common target level from
the others. Cases found in leaves correctly classifying the most common target level are removed from
the training data. Using this revised training data, a second tree is built to distinguish the second most
common target class from the others. Again, cases in any leaf correctly classifying the second most
common target level are removed from the training data. This process continues through the remaining
levels of the target.

In the third step, a neural network is used to predict the remaining cases. All inputs selected for use in
the Rule Induction node will be used in the neural network model. Model complexity is controlled by
stopped training using classification as the fit statistic.
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Model Essentials — Dmine Regression

Predict new cases. Prediction formula
Select useful inputs. Forward selection
Optimize complexity. Stop R-square

57

Dmine regression is designed to provide a regression model with more flexibility than a standard
regression model. It should be noted that with increased flexibility comes an increased potential of

overfitting.

A regression-like prediction formula is used to score new cases. Forward selection picks the inputs.
Model complexity is controlled by a minimum R-squared statistic.
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R AT .
Dmine Regression Predictions

= Interval inputs binned, Predictecty-1
categorical inputs
grouped
m Forward selection picks °”
from binned and original ..,
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The main distinguishing feature of Dmine regression versus traditional regression is its grouping of
categorical inputs and binning of continuous inputs.

o The levels of each categorical input are systematically grouped together using an algorithm that is
reminiscent of a decision tree. Both the original and grouped inputs are made available for subsequent
input selection.

o All interval inputs are broken into a maximum of 16 bins in order to accommodate nonlinear
associations between the inputs and the target. The levels of the maximally binned interval inputs are
grouped using the same algorithm for grouping categorical inputs. These binned-and-grouped inputs
and the original interval inputs are made available for input selection.

A forward selection algorithm selects from the original, binned, and grouped inputs. Only inputs with an
R square of 0.005 or above are eligible for inclusion in the forward selection process. Forward selection
on eligible inputs stops when no input improves the R square of the model by the default value 0.0005.



5-50 Chapter 5 Introduction to Predictive Modeling: Neural Networks and Other Modeling Tools

e S .
Model Essentials — DMNeural

Predict new cases. Stagewise
prediction formula
Select useful inputs. Principal
Component
Optimize complexity. Max stage

59

The DMNeural tool is designed to provide a flexible target prediction using an algorithm with some
similarities to a neural network. A multi-stage prediction formula scores new cases. The problem of
selecting useful inputs is circumvented by a principal components method. Model complexity is
controlled by choosing the number of stages in the multi-stage predictions formula.
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e S .
DMNeural Predictions

m Up to three PCs with
highest target R square
are selected.

= One of eight continuous
transformations are
selected and applied to
selected PCs.

m The process is repeated
three times with residuals
from each stage.

60

The algorithm starts by transforming the original inputs into principle components, which are orthogonal
linear transformations of the original variables. The three principal components with the highest target
correlation are selected for the next step.

Next, one of eight possible continuous transformations (square, hyperbolic tangent, arctangent, logistic,
Gaussian, sine, cosine, exponential) is applied to the three principle component inputs. (For efficiency, the
transformation is actually applied to a gridded version of the principle component, where each grid point
is weighted by the number of cases near the point.) The transformation with the optimal fit statistic
(squared error, by default) is selected. The target is predicted by a regression model using the selected
principal components and transformation.

The process in the previous paragraph is repeated on the residual (the difference between the observed
and predicted target value) up to the number of times specified in the maximum stage property (three,
by default).
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T O A . |
Model Essentials — Least Angle Regression

Predict new cases. Prediction formula

Generalized

Select useful inputs. . :
sequential selection

Optimize complexity. Pena“?sd best
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Forward selection, discussed in the previous chapter, provides good motivation for understanding how the
Least Angle Regression (LARS) node works. In forward selection, the model-building process starts with
an intercept. The best candidate input (the variable whose parameter estimate is most significantly
different from zero) is added to create a one-variable model in the first step. The best candidate input
variable from the remaining subset of input variables is added to create a two-variable model in the
second step, and so on. Notice that an equivalent way to phrase the description of what happens in Step 2
is that the candidate input variable most highly correlated with the residuals of the one variable model is
added to create a two-variable model in the second step.

The LARS algorithm generalizes forward selection in the following way:
1. Weight estimates are initially set to a value of zero.

2. The slope estimate in the one variable model grows away from zero until some other candidate input
has an equivalent correlation with the residuals of that model.

3. Growth of the slope estimate on the first variable stops, and growth on the slope estimate of the
second variable begins.

4. This process continues until the least squares solutions for the weights are attained, or some stopping
criterion is optimized.

This process can be constrained by putting a threshold on the aggregate magnitude of the parameter
estimates. The LARS node provides an option to use the LASSO (Least Absolute Shrinkage and Selection
Operator) method for variable subset selection.

The LARS node optimizes the complexity of the model using a penalized best fit criterion. The Schwarz's
Bayesian Criterion (SBC) is the default.
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R AT .
Least Angle Regression Predictions

m Inputs are selected using
a generalization of
forward selection.

= An input combination
in the sequence with
optimal, penalized
validation assessment
is selected by default.

62

The Least Angle Regression node can be useful in a situation where there are many candidate input
variables to choose from and the data set is not large. As mentioned above, the best subset model is
chosen using SBC by default. SBC and its cousins (AIC, AICC, and others) optimize complexity by
penalizing the fit of candidate input variables. That is, for an input to enter the model, it must improve the
overall fit (here, diminish the residual sum of squares) of the model enough to overcome a penalty term
built into the fit criterion. Other criteria, based on predicted (simulated) residual sums of squares or a
validation data set, are available.
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e S .
Model Essentials — MBR

Predict new cases. Training data
nearest neighbors
Select useful inputs. Nond
Optimize complexity. Number of
neighbors
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Memory Based Reasoning (MBR) is the implementation of k-nearest neighbor prediction in SAS
Enterprise Miner. MBR predictions should be limited to decisions rather than rankings or estimates.
Decisions are made based on the prevalence of each target level in the nearest k-cases (16 by default).

A majority of primary outcome cases results in a primary decision, and a majority of secondary outcome
cases results in a secondary decision. Nearest neighbor algorithms have no means to select inputs and can
easily fall victim to the curse of dimensionality. Complexity of the model can be adjusted by changing the
number of neighbors considered for prediction.
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e S .
MBR Prediction Estimates

m Sixteen nearest training
data cases predict the
target for each point in
the input space.

m Scoring requires training
data and the PMBR
procedure.
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By default, the prediction decision made for each point in the input space is determined by the target
values of the 16 nearest training data cases. Increasing the number of cases involved in the decision tends
to smooth the prediction boundaries, which can be quite complex for small neighbor counts.

Unlike other prediction tools where scoring is performed by DATA step functions independent of the
original training data, MBR scoring requires both the original training data set and a specialized
SAS procedure, PMBR.
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Model Essentials — Partial Least Squares

Predict new cases. Prediction formula

Select useful inputs. VIP

Sequential factor

Optimize complexity. -
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In partial least squares regression (PLS) modeling, model weights are chosen to simultaneously account
for variability in both the target and the inputs. In general, model fit statistics like average squared error
will be worse for a PLS model than for a standard regression model using the same inputs. A distinction
of the PLS algorithm, however, is its ability to produce meaningful predictions based on limited data (for
example, when there are more inputs than modeling cases). A variable selection method named variable
importance in the projection arises naturally from the PLS framework.

In PLS, regression latent components, consisting of linear combinations of original inputs, are
sequentially added. The final model complexity is chosen by optimizing a model fit statistic on validation
data.
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Partial Least Squares Predictions

= Input combinations
(factors) that optimally
account for both predictor
and response variation
are successively
selected.

m Factor count with a
minimum validation
PRESS statistic is
selected.

= Inputs with small VIP are
rejected for subsequent
diagram nodes.
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The PLS predictions look similar to a standard regression model. In the algorithm, input combinations,
called factors, which are correlated with both input and target distributions, are selected. This choice is

based on a projection given in the SAS/STAT PLS procedure documentation. Factors are sequentially
added. The factor count with the lowest validation PRESS statistic (or equivalently, average squared

error) is selected. In the PLS tool, the variable importance in the projection (VIP) for each input is
calculated. Inputs with VIP less than 0.8 are rejected for subsequent nodes in the process flow.
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Rad

Exercises

1. Predictive Modeling Using Neural Networks

a.

In preparation for a neural network model, is imputation of missing values needed?

Why or why not?

In preparation for a neural network model, is data transformation generally needed?

Why or why not?

Add a Neural Network tool to the Organics diagram. Connect the Impute node to the
Neural Network node.

Set the model selection criterion to average squared error.
Run the Neural Network node and examine the validation average squared error.

How does it compare to other models?
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5.5 Chapter Summary

Neural networks are a powerful extension of standard regression models. They have the ability to model
virtually any association between a set of inputs and a target. Being regression-like models, they share
some of the same prediction complications faced by regression models (missing values, categorical
inputs, extreme values). Their performance is reasonable even without input selection, but it can be
marginally improved by selecting inputs with an external variable selection process. Most of their
predictive success comes from stopped training, a technique used to prevent overfitting.

Network complexity is marginally influenced by the number of hidden units selected in the model. This
number can be selected manually with the Neural Network tool, or it can be selected automatically using
the AutoNeural tool.

SAS Enterprise Miner includes several other flexible modeling tools. These specialized tools include
Rule Induction, Dmine Regression, DM Neural, and MBR.

R 00 O A ..
Neural Network Tool Review

. | Create a multi-layer perceptron on
e | selected inputs. Control complexity with
stopped training and hidden unit count.

67
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5.6 Solutions

Solutions to Exercises

1. Predictive Modeling Using Neural Networks
a. In preparation for a neural network model, is imputation of missing values needed? Yes.

Why or why not? Neural network models, as well as most models relying on a prediction
formula, require a complete record for both modeling and scoring.

b. In preparation for a neural network model, is data transformation generally needed? Not
necessarily.

Why or why not? Neural network models create transformations of inputs for use in a

regression-like model. However, having input distributions with low skewness and kurtosis
tends to result in more stable models.

c. Add a Neural Network tool to the Organics diagram. Connect the Impute node to the
Neural Network node.

Decision Tree [ )
(2) I/ Regression
[Fm] X m i . I_- Polynomial
S{a{Exmme Decision Tree / Regression
i dmpute Neural Metwork ‘
- i A s

ata Partition

% ORGANICS
- 9
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d. Set the model selection criterion to average squared error.

Frope Yalue
Made 1D Meural
Imported Data eed]
Exported Data ame]
Maotes e
ariables o]
I etwork o]

Model Selection Criterioi®verage Error
Ilse Current Estimates (Mo

=
“taximum lerations 20
“laximum Time 4 Hours
[Training Technigue Default
Preliminary Training Opt
Preliminary Training g5
Maximum lterations 10
-haximum Time 1 Hour
Mumber of Buns ]

Convergence Criteria
Uses Defaults BE

-Options [
E
“Suppress Output |N|:| |
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1) The Result window should appear as shown below.

e. Run the Neural Network node and examine the validation average squared error.

e
TargetBuy  _ASE_ Awerage Sg 0133252 0.133208 ﬂ
[TargetBuy  _MAK_ Maxirmum A.. 0978743 0.979105
254 TargetBuy  _DIV_ Divisor for & 22324 22222
[TargetBuy  _MNOBS_ Surm of Fre 11112 1111
[TargetBuy  _RASE_ Root Avera.. 0365037 0.364978
204 [TargetBuy  _SSE_ Sumof Sgu.. 2961.389 2960168
TargetBuy  _SUMW_ Surm of Cas 22224 22222
TargetBuy  _FPE_ Final Predic.. 0136333
(TargetBuy  _MSE_ Mean Soua... 0134792 0.133209
1.5+ [TargetBuy  _RFPE_ Root Final 0368233
[TargetBuy  _RMSE_ Root Mean .. 0367141 0.364978
[TargetBuy  _AVERR_  Awerage Err.. 0.41953 0.419894
[TargetBuy _ERR_ Error Functi 9323636 9308673
1.0 . " " . " ; TargetBuy  _MISC_ Misclassific... 0183314 0.1859842
[i} 20 40 B0 B0 41p0 ||[TaroetBuy  _WRONG_  Mumber of .. 2037 2065
Percentile
| TRAIN VALIDATE |
+
&ge Square Errar v User: Student
Date: July 07, 2009
Time: 14:25:58

18+
16
.

T T T T T
10 20 30 40 50

Trainina Iterations

=4

* Training Dutput

Varishle Summary

Measurenent Frequency
Role Lewel Count
INFUT BINARY 7
INFUT INTERVAL 4
INPUT HOMINAL 5
REJECTED INTERVAL 1
REJECTED NOMINAL 1
TARGET BINARY 1




5.6 Solutions

5-63

2) Examine the Fit Statistics window.

I8 Fit statistics

Target Fit Statistice | Statistics Train “alidation
Lakel

TargetBuy _DFT_ Total Degre... 11112

TargetBuy _DFE_ Degrees of ... 10985

TargetBuy  _DFM_ mModel Degr... 127

TargetBuy kW mlumber af ... 127

TargetBuy  _AIC_ Akaike's Inf.. Q577 636

TargetBuy _SBC Schwarz's .. 10506.74 !
TargetBuy  _ASE_ Average S5q... 01332452 0.133209
TargetBuy — _MAK_ Maximurm A... 0978743 0.979105
TargetBuy  _DlY_ Divisor for A, 22224 232322
TargetBuy  _MOBS_ Sum of Fre.. 11112 11111
TargetBuy _RASE_ Root Avera... 0365037 0.364973
TargetBuy  _SS5E_ Sum of Sgu... 2961.3349 2960.168
TargetBuy  _SLIMWY_ Sum afiCas.. 22224 22227
TargetBuy _FPE_ Final Fredic... 0136333 |
TargetBuy  _MSE_ hMean Soua... 0134792 0.133209
TargetBuy _RFPE_ Foot Final ... 0369233 |
TargetBuy _REMSE_ Foot Mean .. 0367141 0364973
TargetBuy  _AVERRE_  Awverage Err... 0.41943 0.415894
TargetBuy _ERR_ Error Functi... 9323 636 Q3083673
TargetBuy  _MISC_ Misclassific... 0183314 0.185852
TargetBuy  WROMNG_  Mumber of . 2037 20645

How does it compare to other models? The validation ASE for the neural network model
is slightly smaller than the standard regression model, nearly the same as the
polynomial regression, and slightly larger than the decision tree's ASE.
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