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1. Introduction

The purpose of this manual is to give insight into the general use of SPSS. Different basic analyses will be described, which
covers the statistical techniques taught at the bachelor level. Further more difficult techniques, which are taught and used
at the master level, can be found in the manual: Cand Merc. Manual for SPSS 16.

This manual only gives examples on how to do statistical analysis. This means that it does not give any theoretical justifica-
tion for using the analysis described. It will only be of a descriptive nature where you can read how concrete problems are
solved in SPSS. Where found necessary there are made references to the literature used on the statistics course taught on
the bachelor level. Here you can find elaboration of the statistical theory, used in the examples. The following references
are used in the manual:

Keller (2009) : Currently used textbook Keller. Managerial Statistics. 8e. 2009.
Intern undervisningsmateriale E310 "Notesamling til Statistik” 2011.

The examples in this manual are based on various datasets. The folder containing these can be downloaded through the
following link:

http://www.studerende.au.dk/fileadmin/www.asb.dk/servicekatalog/IT/Analysevaerktoejer/SPSS/SPSS_Manual_Files.zip

Most of the examples are based on the Rus?8eng.sav dataset. If another dataset is used, it will be mentioned. The different
datasets can be found in the same folder as the dataset mentioned above.

The following changes and modifications have been made in this new version
e Some screenshots and descriptions have been updated to SPSS version 19.0
e All known errors have been corrected

Any reports on errors in the manual can be addressed to analytics@asb.dk.
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2. SPSS in General

SPSS consists of four windows: A Data Editor, an Output window, a Syntax window and a Chart Editor. The Data Editor is
further divided into a Data view and a Variable view. In the Data Edi-tor you can manipulate data and make commands.
In the Output window you can read the results of the analysis and see graphs and then it also works as a log-window. In
the Chart Edi-tor you can manipulate your graphs while the syntax window is used for coding your analysis manually.

2.1 Data Editor

At the top of the Data Editor you can see a menu line, which is described below:

14t Rus98_eng.sav [DataSet1] - PASW Statistics Data Editar

Fie Edt Yiew Data Transform  Anelyze  Graphs  Utities  Accdons  ‘Window  Help

SEeRcx BLIHERLE 400 %

2.2 FILE-menu

The menu is used for data administration, this means opening, saving and printing data and output. All in all you have the
same options as for all other Windows programs.

2.3 EDIT-menu

Edit is also a general menu, which is used for editing the current window’s content. Here you find the CUT, COPY, and
PASTE functions. Furthermore it is possible to change the font for the output view and signs for decimal (place) when se-
lecting OPTIONS.

2.4 VIEW-menu

In the VIEW menu it is possible to select or deselect the Status Bar, Gridlines etc. Here you also change the font and font
size for the Data Editor view.

2.5 DATA-menu

All data manipulation is done in the Data menu. It is possible to manipulate the actual data in different ways. For instance
you can define new variables by selecting Define Variables... sort them by selecting Sort Cases... etc. A further description
of these functions can be found in chapter 4 (Data processing).

2.6 TRANSFORM-menu

Selecting the Transform menu makes it possible to recode variables, generate randomized numbers, rank cases, define
missing values etc.

2.7 ANALYZE-menu

This is the “important” menu, where all the statistical analyses are carried out. The table below gives a short description of
the most common methods of analysis.
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Method Description

Reports Case- and report summaries

Descriptive statistics Descriptive statistics, frequencies, plots etc.

Tables Construction of various tables

Compare Means Comparison of means. E.g. by using t-test and ANOVA

General Linear Model Estimation using GLM and MANOVA

Generalized Linear Model Offers an extension of the possibilities in Regression and
General Linear Model. l.e. estimation of data that is not
normally distributed and regressions with interaction be-
tween explanatory variables.

Mixed Models Flexible modeling which includes the possibility of introduc-
ing correlated and non-constant variability in the model.

Correlate Different associative measures for the variables in the da-
taset.

Regression Linear, logistics and curved regression

Loglinear General log-linear analysis and Logit.

Classify Cluster analysis.

Data Reduction Factor.

Scale Item analysis and multidimensional scaling.

Nonparametric Tests %2 binominal, hypothesis and independent tests.

Time Series Auto regression and ARIMA.

Survival Survival analysis.

Multiple response Table of frequencies and cross tabs for multiple responses.

Missing Value Analysis Describes patterns of missing data.

2.8 GRAPHS-menu

If a graphical overview is desired the menu Gragphs is to be used. Here it is possible to construct histograms, line, pie, and
bar charts etc.

2.9 UTILITIES-menu

In this menu it is possible to get information about type and level for the different variables. If for some reason it is not de-
sired to directly use the data for the variables given in the editor, then it is possible to construct a new dataset using the
existing variables. This is done under Utilities -> Define variable sets. It will then in the future be possible to use the new da-
taset constructed. This is done through Utilities -> Use Variable sets.

2.10 HELP-menu

In the help menu it is possible to search for help about how different analysis, data manipulations etc. are done in SPSS.
The important menu is 7opics where you can enter keywords to search for.

2.11 Output

The output window works the same way as just described in section 2.1 and 2.2. Though in the Edit menu there is a slight
difference; the Copy Objects option. This function is recommendable when tables and like are to be copied from SPSS into
another document. By using this function the copied object keeps it original format!
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As mentioned earlier the Output window prints the results and graphs generated through the analysis and it also functions
as a log-menu. You can switch between the Editor and Ouiput window under the menu Window. The outpout window is
constructed to give a very good over-view letting the user (de)select the different menus to be seen.

k& *0utput? [Document1] - PASW Statistics Viewer

File Ecit ‘iew Dsta Transform Insert Format  Analyze Graphs  Utiities  Addons  Window  Help

SHER AB e AELIQO EPRIM €9 += BB T

a. All requested varialles entered
h. Dependent Yariakle: Your height

Model Summary

Madel
R R Square

Adjusted R
Square

Std. Error of
the Estimate

1 4072 66

162

8552

B {& output
By
& & Regression [Datagetl] \\studserverlAnalyse'Programmer'SPSs\Manualer\SPSS 16\Data\Mere data)Rus98_eng.sav
[ Title
e
:cut:\?esDatasel Variables Entered/Removed®
H i Model Variables Wariahles
%mﬁ?gjﬂfg::d Entered Rermioved Method
L8 ANOVA Your mother's Enter
height, Your
(8 Coeficients vt
height?

a. Predictors: (Constant), Your mother's height, Your father's
height

To see the output from an analysis simply double click on the analysis of interest in the menu on the left side of the screen,
and the results will appear in the right hand side of the screen. If errors occur, a log menu will appear. As can be seen from
the above window there is a sub-menu called Notes. In this submenu you find information about the time the analysis was
per-formed, and under what conditions. By default this menu is not visible, but by double clicking it, you can open and re-
view it. Moreover SPSS prints the syntax code for the selected tests in the output window. The syntax code can in this way

be reused and altered for additional analysis. Furthermore the syntax code can be used to document the way in which the
analysis has been done.

2.11 Syntax editor

The syntax editor is the part of SPSS where the user can code more advanced analyses, which might not be available in

the standard menu. This function works pretty much like the statistical program SAS. To open the syntax window you select
File => New => Syntax
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iif Rus9B8_enp.sav [DataSei1] - PASW Statistics Data Editor,

File  Edit iews Data Transform  Analyze Graphs  Uilties  Add-o

M b | B osta %
Open + _
=R @ §-j.'|-|tax —_—
Open Database k
[ Cutput
[ Read Text Data. . = e
Seript
Bl cio= Cirl+F4 o
= Save Cirl+s 1 3
Save Az, 1 3
: 1 n
= Save &1 Data
. 2 7
= Export to Databaze... 5 0
| "8 Mark File Read Only 1 1

When the syntax option is selected an empty window will show on the screen.

E= *Syntax1 - PASW Statistics Syntax Editor
File  Ecit ‘iew Data Transform  Analyze Graphs  Uilities  Add-ons Run Toolz  Window  Help

SHEMc» aFhLIB PO 0 B B
OO B W -

Regression

Regression -

1
2 Imissing listwise

3 fstatistics coeff outs r anova

4 fCRITERIA=PINOG) Pout(10)

5 MMOORIGIN

5 /DEFEMDEMT spls

7 Paimethod=Enter splB spd7. |

In the window you can enter the program code you want SPSS to perform. Here the code from the regression seen above
is typed in. When the code is ready to be run you highlight it (with your mouse) and select Run => Selection or press the

Play button in the menu bar.

When carrying out a mean based analysis you can always see the related syntax by clicking on the paste key in the anal-

ysis window.

2.12 Chart editor

The chart editor is used when editing a graph in SPSS. For further detail, on how to do this, see chapter 9.
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3. Data entry

There are two ways to enter data into SPSS. One is to manually enter these directly into the Data Edlitorthe other option is
to import data from a different program or a text file. Both ways will be described in the following.

3.1 Manual data entry

Entering data manually into SPSS can be done in two ways. Either you can make a new dataset or you can enter data into
an already existing dataset. The latter option is often useful when solving statistical problems based on dataset already
available.

3.1.1 Making a new dataset

Entering data into SPSS is very simple since the way to do it is similar to the way you enter data into e.qg. Excel. Rows equal
observations and columns equal variables. This means that the left column in the dataset (which is always grey) is the ob-
servation numbers and the top row (also grey) is the variable names. This is illustrated in the below figure where there are
two variables; VAROOOOT and VAROOOOZ. These two variables have 9 observations, which e.g. could be the year 1990-
1998 or 9 respondents.

| WARDDOO1 | WARDOOD2 |

1 3,00 2,00
200 3,00
200 2,00
200 4,00
200 5,00
- 400 4,00
3,00 3,00
5,00 3,00
|5 | 500 3,00
| —
[0 |

When SPSS is opened, the Data Editor is automatically opened and this is where you enter your data. Alternatively you
could choose File => New => Data.

Before you start entering your data it would be a very good idea first to enter a name and de-fine your variables. This is
done by selecting Variable view in the bottom left corner. Alternatively you can double click the variable and the result
will look almost like you can see below:

| Mame || Type || Width || Decimals || Lahel || Walues || Missing || Calumns || Align || Measure
1 WARDDDOT Mumeric a Mone Mone 3 = Right & Scale
2 WARDDDD2 Mumeric a Mone Mone 3 = Right & Scale

As you can see it is now possible to name the variables. Under 7ype you define which type your variable is (numeric, string
etc.) By placing the marker in the Type cell, a button like this: appears. This button indicates that you can click it and a
window like below will show:
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£if Variable Type

von

Dot
- Decimal Places:
Seientific notation
Date
Dollar
Custarm currency
Strino

[ Ok ”Cancel” Help ]

Numeric is selected if your variable consists of numbers. String is selected if your variable is a text (man/woman). The
same way you can specify Values and Missing.

By selecting Label/ you get the option to further explain the respective variable in a sentence or so. This is often a very
good idea since the variable name can only consist of 8 characters. Missing is selected when defining if missing values
occur among the observations of a variable.

In Valuesyou can enter a label for each possible response value of a discrete variable (e.g. 1 = man and 2 = woman).
When entering a variable name the following rules must be obeyed in SPSS for it to work:
e The name has to start with a letter and not end with a full stop (.).
e Do not enter space or other characters like e.g. |, ?,°, and *.
e No two variable names must be the same.
e The following names is reserved for SPSS use and cannot be used:
ALL NE EQ TO LE LT BY
OR GT AND NOT GE WITH

When all variable names are entered and defined you can start entering your data. This is done in the "Data view” where
you put your cursor in the cell you want to enter your data. When all data is entered you select File => Save As... in the
menu to save your new dataset.

3.1.2 Open an existing dataset
If the dataset already exists in a SPSS file you can easily open it. Select File => Open... and the dataset will automatically
open in the Data Editor.
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3.2 Import data

Sometimes the data is available in a different format than a SPSS data file. E.g. the data might be available as an Excel,
SAS, or text file.

3.2.1 Import data from Excel, SAS, STATA etc.

If you want to use data from an Excel file in SPSS there are two ways to import the data. (1) One is to simply mark all the
data in the Excel window (excluding the variable names) you want to enter into SPSS. Then copy and paste them into the
SPSS data window. The disad-vantage by using this method is that the variable names cannot be included meaning you
will have to enter these manually after pasting the data. (2) The other option (where the variable names are automatically
entered) is to do the following:

1) Open SPSS, select Files => Open => Data.
2) Under Files of type you select Excel, press ‘Open’, and the data now appear in the Data Editorin SPSS.

3.2.2 Import of text files

Importing text files requires that the data are separated either by columns or a different separator like tab, space, full stop
etc. Importing is done by selecting Read Text Data in the File menu. You will then be quided through how to specify how
the data are separated etc.

3.3 Export data

Exporting data from SPSS to a different program is done by selecting File => Save As.. Under Save as type you select the
format you want the data to be available in e.q. Excel.

3.4 Dataset construction

When you want to use your dataset in different statistical analyses it's important to construct the actual dataset in the right
way in order to be able to carry out the analysis. You have to keep in mind that the construction of the dataset depends on
which analyses you want to per-form. In most analyses you have both a dependent and one or more independent varia-
bles. When you want to make an analysis each of these different variables must be separated as shown below.

i3t "BMl.sav [DataSelB] - PASW Statistics Data Editor

File E' Wiew Data Transform  Analyze Graphs  Uilties  Add-ons  Windowe
SHE l -~ B 8 %
|2|:| —
| sex || morshgjde " farshejde || vaaqt " heijde ||
1 Mand 157 175 58 174
Mand 172 177 79 175
Mand 165 190 ED 176
Kyinde 168 183 90 194
Kuinde 159 170 74 164
. 6 | Mand 175 172 75 197
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In this example a possible analysis could be a regression where you would predict a persons weight by his height. In these
kind of analyses it's necessary that each variable is separated so they can be defined as dependent and independent

variables respectively.

If you want to do other kinds of analyses it's often necessary to construct your dataset in another way, by using a grouping
variable. This is often the case in experimental analysis, where you are measuring a variable under different treatments.
An example could be that you have measured some price index’s in different countries, and want to test whether there is
any statistical differences between them. To do this you have to construct your dataset, so you'll have a grouping variable
containing information about which country the price index is from. Below the earlier mentioned construction method is
shown. This construction is mainly used in the regression analysis.

&4! Price.say [DataSet4] - PASW Statistics Data Editor
File Edt iew Data Transform  Analyze  Graphs  LHtilitie

SEe @l «~ B

|1 priceus |18,8E|

| priceus || priceuk || pricenar ||
I 13 80) 18,01 17,15
18,00 17,75 16,15
17 98 18,00 18,00
18,20 17,77 19,00
18,00 18,02 17 45
5 1799 18,20 17,12
[

The dataset as it should be constructed is shown below. Here you have the grouping variable containing information
about which country the price index is from. This construction is used in most other analyses such as T-test and analysis of

variance.

i:f Price?.sav [DataSet5] - PASW Statistics

File  Edt “iew Data  Transform  Analyze

SEHE M e A

'3 location 2,00
price || lacation ||
1 18,80 UsA
18,00 USA
17 98 USA
18,20 USA
18,00 USA
6 | 17,99 USA

As you can see, the construction of dataset depends on which analysis you want to carry out.
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4. Data processing

When processing data, two menus are of high importance; Data and Transform. In the following the functions that are
used most frequently under these menus will be described.

4.1 Data menu

Global transformations to the SPSS dataset are done in the data menu. This might be transformations like transposing vari-
ables and observations, and dividing the dataset into smaller groups.

4.1.1 Defining dates (time series analysis)
Under the menu Define Dates... it is possible to create new variables, which define a new continuous time series that can
be used for a time series analysis. After having defined which time series the observations follow, you click ‘OK’ and a new
variable will automatically be constructed.

4.1.2 Sorting observations

Sorting observations based on one or more variable is done using the menu Sort Cases.... It should be noted that when
sorting the dataset, you could easily run intro trouble if a later analysis of time series is to be done. This problem can be
solved by making observation numbers as shown above, before sorting the cases.

4.1.3 Transposing of data
Transposing data, so that the columns turn into rows and the other way around, is done using the menu 7ranspose....

£if Transpose

Wariaklels)

[ Education [hal] [[=
&b Sex [5p01]
é?; Feprrt inmnme = 30
&b Party (omitted in the. . @
ﬁ Your weight [=p04]
é’ iy height [=pn5]
f “our mother's heig...

@9 “our fathor'z hoight.. MEID VETERE
A Mwinke (Ranstanday 0 |
:] [ Reset ] [Cancel ] [ Help ]

Those variables you want to include in the new dataset should be marked in the left window. By clicking the top arrow
they are moved to the top right window where you can see all the variables included. In the field Name Variable you can
enter a variable containing a unique value if you want the output to be saved as a new variable.

4.1.4 Aggregation of data (in relation to a variable)

In the menu Aggregateit is possible to aggregate observations based on the outcome of a different variable. For instance,
if you have a dataset obtaining the height and sex of several respondents, an aggregation of the variable sex, would result
in a new dataset. In this new dataset each observation states the average height of each sex - meaning one observation
for each sex. When selecting Aggregate... the following window appears:
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:£ Aggregate Data

Sreak Warialkle(=):

&5 Educstion [hold] &5 Sex [=p01]
% Expect ncome = 300.0... +

&) Party (cmitted in the en...

@f"‘ “our wweight [sp04] —Aggregated Wariables

£ wour height [2p05]

ﬁ “our mother's height [...
& Your faher's height [=...
& Drinks (Genstande), n...
& Averagz marks (Karak ...
&) Social crder [=p10]

&5 Social justice [=p11]
% Belong o somebody [=...

@5 Set-reslization [sp13] Function... | [ Mame & Lakel... |
&5 Fun and joy in life [sp14]

Summaries of Variable(s):
Ep0s_mean = MEAN(=p0S)|

|:| Murnbier Ul Cazes Mame: IN_EREAR

r=ave

()] Add agoregated variables to active dataset
)] Create a new dataset containing only tve angrensted wariables

Datazet name:
o Write a neww data file containing only the agaregated variables

File... ChDocuments and Settingstavisihly Documentsagor zaw

—Options for Very Large Datasets

|:| Filg iz already sorted on break variableds)
|:| Sart filz befare agoregating

| 8] .4 I Paste Eeset |Canc:e| | HeIE

The variables you want aggregation for, is to be moved to the Break Variables(s) (In the ex-ample shown above it would
be the variable Sex). Those variables that are to be aggregated should then be moved to the Aggregate Variable(s) (the
variables age and Heighi. In the ‘Function...” you must define which statistical function to be used for aggregating the var-
iables. Names of new variables can be defined by clicking ‘Name & Label...".

If you mark Number of cases ... a new variable will appear which includes the number of observations that are aggregat-
ed for each variable. Finally you need to decide where the new file should be saved. (This is done using the bottom men-
us.)

4.1.5 Splitting files
The menu Split Files splits data files into two or more. This means that each time a new test is performed, not one output
will be shown but instead the number of outputs will correspond to the number of possible outcome for each split group.
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#i Split File

&) Education [hold) - Analyze all cazes, do not create groups
&) Expect income = 30... Compare groups

&5 Party (omitted inthe...
.ﬁ Your weeight [sp04]
ﬁ ‘vour height [sp05] Groups Bazed on:
&7 vour mother's heig... . @5 Sex [sp01]
ﬁ Your father's height. . a

.ﬁ Drinks (Genstande)...
ﬁ Average marks (Ha... @ Sort the file by grouping variables
&5 Social order [sp10] | Filz is already sorted

@ Qrganize output by groups

Currert Status: Analvsis by groups is off.

[ Ok ]Easte ]E&set ”Cancel” Helga ]

If you choose to group using more than one variable the output will first be grouped by the variable shown in the top of
the list, then further grouped by the next into subgroups and so forth. Note that you at most can group by 8 variables. Also
note that if the observations are not sorted in the same way you want to group them you need to mark Sort the file by
grouping variables. By marking the Compare Groups button the split files will be presented together so it is easier to com-
pare these. By clicking the Organize output by groups button the split files will not be presented together.

4.1.6 Select cases
In the Select Cases different methods are presented to include only observations that fulfill a certain criteria. These criteria
are either based on a variable’s outcome, a complex formula or random selection.

£if Select Cases

rSelect
& Eclucation [hold] Al cases
&5 Sex [sp01] @ 1f condition is satisfied
&) Expect income = 300.0... [ 1t ]
&) Party (omitted in the en... =
& Your weight [sp04] Random sample of cases
&7 vour height [sp0S5]
«ef Wour mother's height .. Baszed on time or case range

4& Your father's height [s...
ﬁ Drinks (Genstande), n..
& average marks (Karak...
& Social order [sp10] [ |
& Socisl justice [2a11]
&) Belong to somebody [=...
&b Sett-realization [sp13] Ot
&) Fun and joy in life [sp14] @ Filter out unselected cases

Copy selected cases to a new dataset

Use fitter wariahle:

Delete unszelected cases

Current Status: Do not fiker cases

:] [ Reset ] [Cancel ] [ Help ]
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In the window shown above you can see the different functions for selecting data.

Choosing the ‘if..” button it is possible to make a complex selection of the observations to be included in the analysis. By
clicking the button you get the following window:

it Select Cases: If

| Education [hoiel] |

&b Sex [spi]
&) Expect income = 300.0..
&) Party (omitted inthe en...
f Your wweight [2p04]

& vour height [sp0s]

& our mother's height [
& Your father's height [=..
.f Drinks (Genstande), ...
f Average marks (Karak...
&) Social order [spl0]

&5 Social justice [spii]
&) Belong to somehody [=...
&b Selt-reslization [sp13]
&5 Fun and joy in lite [sp14]

Function groug:

Al “
Arithimetic

CDF & Moncentral COF
Conversion
Current Date/Time

Diate: Arithmetic
Dater Creation =

E
311

Functions and Special Yatiahles:

EELEE
DELED
EE0EE

o

&
II

[
-

[Continue][ Cancel ” Help ]

It is possible now to specify which observations you would like to select. This is simply done by writing a mathematical
function, where the observations you want to be included fulfill the function’s criteria.

The other buttons are very similar to the above described ‘if.." button and therefore they will not be described.

The last thing you must do is to decide whether the data you have excluded from the selection should be deleted or just
filtered - we suggest that you filter your data because this way you can always correct your selection. By filtering, SPSS
adds a new variable named filter_S. The value of this variable is either O or 1 for deselected and selected cases respec-
tively. If you no longer want the data to be filtered you simply select A// Cases... and all observations in your dataset will be
included in your analysis. You should note that if you have chosen to delete the non-selected data and have saved the
dataset AFTER deleting them the data are lost for good and cannot be restored!

4.1.7 Weight Cases

In the menu Weight Cases it is possible to give each observation different weights for analyzing purposes. For instance you
have a large dataset of frequency counts, then instead of entering the raw scores of each individual case, each combina-
tion of scores is along with the total frequency count for that group. When using the weight command, the following win-
dow will appear.
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iif Weight Cases

Do nat weight cases
@ iweight cazes by

Freguency Wariable:
[ﬁ Courts

ﬁ Mumber

Current Status: Do not weight cases

| Ok I Paste Reset | Cancel | Helg

The variable you want weighted is to be moved to the Frequency Variable (in the example shown above it would be the
variable Counts). Then click ok. In the right bottom corner there should now be a text with Weight On. This means that
each combination of scores is along with the total frequency count for that group.

4.2 Transform

If you want variables to be changed or construct new ones this can be done using the menu 7ransform.

4.2.1 Construction of new variables

The menu Compute... constructs new variables using mathematical transformation of other variables. If you choose this
menu the following window will appear:

£if Compute Yariable

Target Yariable: Mumeric Expression:

Type & Label...

& Education [hold]

&5 Sex [=p01]

&) Expect income = 300.0...
% Party (omitted in the en...
& ok wweight [=p04d]

& “our height [sp05]

& “our mather's height [
f Your father's height [=...
& Drinks (Genstands), n...
& Average marks (Harak...
&) Social order [sp10]

&) Social justice [sp11]
&) Belong to somebody [=
& Selt-realizstion [zp13]
& Fun and joy in life [sp14]

Funiction group:

All -
Arithmetic

CDF & Moncentral COF
Conversion
Current DateTime

Date Arithmetic | |
Date Creation [l

B 4 Functions and Special ¥ ariables:

EEDDE

Eoptional caze selection condition)
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If you want to construct a new variable you must first define a name for it in the Target Variable. The value of the new var-
iable is to be defined in the Numeric Expression by using a mathematical function. This is much simpler than it sounds. Just
choose the existing variables you want to include and use these designing the formula/Numeric Expression. Then you
click ‘OK’ and the new variable is being constructed automatically.

4.2.2 Count numbers of similar observations

By choosing the menu Count.. it is possible to construct a new variable that counts the number of observations for speci-
fied variables. E.g. a respondent (case) has been asked whether (s)he has tried several products. The new variable shows
how many products the respondent has tried - how many selected variables (s)he has said yes to. The window looks as
can be seen below:

222 Count Occurrences of Values within Cases

Target Wariahle: Target Label:
Mumeric Yariables:

&b Education [hald] - & wour weeight [5p04]

& Sex [zp0i ] |« wour height [sp05] |

% Expect income = 30...

& Party (omitted in the .
& Your mother's heig. ..
& Your father's height

&% Drinks (Genstands) .. Defing Waluss ..

& Average marks (Ka. ..
- (optional case selection condition)

A2 acial arder Tend

:] [ Reszet ] [Cancel ] [ Hel ]

In the Target Variable the name of the new variable is to be written. Then the variables you want to be included in the
count are moved to the Numeric Variables by selecting them from the left hand window and using the arrow to move
them.

The rest of the window will be explained by an example. A count is to be done on how many women fulfill the following
criteria:

e Height between 170 and 175 cm.
e Weight < 65 ka.

First choose the name of the new variable and move the variable Height and Weight as specified above.

Now you need to specify which variables the count is to be limited to include (Women=1). This is done by clicking ‘if and
the following window will appear:
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£2 Count Occurrences: If Cases

&) Edlucation [hald] Include all cases

@l Sex [spi] @) Include It case satisfies condition:
@ Expect income = 3000 [ —

% Party (omitted in the en__

& wour weight [=p04d] «

&7 vour height [sp05]

& “our mother's height [.
& vour father's height [s... Function group:

f Drinks (Genstande), n... All

f Average marks (Harak... Arithmetic

& Social order [sp10] CDF & Moncentral COF
&5 Social justice [=p11] Conwversion

&5 Belong to somekody [=... Current Date/Time

&5 Selt-realization [sp13] Date Arithmetic

& Fun and joy in lite [sp14] Date Creation

Functions and Special Variables:
(=) (e s

[Corﬂinue][ Cancel ][ Help ]

Since you only want women to be included in you analysis you specify that the variable sex = 1 (meaning only women is
to be included). It should be noted that only numeric variables can be used. If your data do not have this format you can
easily changed it by using Automatic Recode... (See section 4.2.5). When the selection is done you click: ‘Continue’.

Next you must define the value each variable can take in order to be included in the count. This is done in the Count Oc-
currences of Value within Cases menu and here you click ‘Define Values...” and the following window will appear:

228 Count Values within Cases: Values to Count

walie Walugs to Count:
alue: Lowest thru 55

System-mizsing
System- or user-missing

@) Range:
[170 | Add
through: Change
|1 75| | Retoye

Range, LOWEST through walue:

Range, value through HIGHEST:

[Continue][ Cancel ” Help ]

You now have different options. You can decide to use a specified value, an interval, a mini-mum or maximum value. In
the example shown above you first specify the wanted value (65) for the variable Weight This is done under Range,
LOWEST through value: In Value you simply write 65 and click ‘Add.... For the variable Height you want to use an interval,
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which is done by clicking Range, and specify the minimum (170) and maximum (175) values and click ‘Add’ again. When
all the criteria are specified and added you click ‘Continue’.

By running the above example you should get the following output:

£3f RUS_ENG.sav [DataSet1] - PASW Statistics Data Editor,

File  Edit iewe Data  Tranzform  Analyze  Graphz  Uilties  Add-onz Window  Help

SHE W -~ Bl n 55 @

T

1 : hold 5

| hod | @ | @2 | @ | @ | o8 | o |
I 1 R 2 1 0 50 194 165
1 1 1 3 74 164 159
2 2 1 3 75 197 175
5 2 1 0 76 186 172
1 2 2 7 54 180 169
. B | 5 1 2 0 52 173 172
3 1 1 1 79 175 172
3 1 2 7 58 174 157
- 1 2 1 7 94 184 172
4 2 1 7 80 187 168
5 2 2 0 100 130 165
3 2 1 3 74 186 167
2 1 1 7 ] 176 165
4 2 1 10 82 181 168
1 2 1 7 76 182 171

From the output above you can see that e.qg. respondent number 2 fulfill O of the criteria’s (both height and weight), re-
spondent number 6 fulfill 2. Respondent number 1 is not a part of the variable because it is a man.

4.2.3 Recode variables

Recoding variables is done when a new variable is to be created based on values from an existing variable or an existing
variable needs to be recoded (e.g. the value of men, which now is assuming the value 2 in the dataset needs to be re-
coded into the value 0. Then we get a so-called dummy variable, which is equal to 1 if the respondent is a woman, and
otherwise is equal to O if the respondent is a male.

Recoding of variables is a broadly used technique in e.q. regression analysis, logit models and log-linear models (see later
chapters

—
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4.2.4 Ranking Cases
If the dataset needs to be ranked this is done using Rank Cases. The following window will appear:

izt Rank Cases

SEcanton 5] Y
& sexept L zes. |

&) Expect income = 30...
&5 Party (omitted in the...
f Your weight [zp04]
&2 vour height [sp05]
& Yaur mather's heig. .. .
ﬁ Your father's height... !

.ﬁ Dirink = MiGenstandst

[4]

Azzign Rank 1to———— [+ Display summary tables
@) Smallest value

) Largest value

Paste Reset || Cancel HElE

In the field: Variable(s) the variables that are to be ranked are typed (or moved using the arrow). In the field By you enter
the variable you want to rank by. By clicking ‘Rank Types..." it is possible to choose different ways of ranking the data. By

clicking ‘Ties..." it is possible to choose the method you want to use if there are more than one similar outcome. The table
shows the results of the different methods when using ‘Ties...

Value Mean Low High
10 1 1 1
15 3 2 4
15 3 2 4
15 3 2 4
16 5 5 5
20 6 6 b

4.2.5 Automatic Recode

If a string variable is to be recoded into a numeric variable this is most easily done using Automatic Recode.... The follow-
ing window will appear for specification:
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£2f Automatic Recode

Wariable-= Mewy Mame

% Ecucation [hald] [[=
Sex [sp01]

&} Expect income = 30...

&b Party (omitted in the. .
& “our weight [sp04]
P vour height [=p05]
.g& Your mother's heig. ..
ﬁ Sour father's height .. Mesae Marme:
ﬁ Drinks (Genstande])...
g@ Average marks (Ha. ..
&h Social order [=p10] "Rec:ode Starting from

Aol Plew Mame

&5 Social justice  [sp11]
E—; Eelong to somekbod... |7
|:| U=e the same recoding scheme for all variables

= Lowvest value Highest walue

[ Trest blank string values as user-missing
Template

[T Apply template from: File...

[ save template as: File...

FPaszte [ Reszet ][Cancel ][ Help ]

If you e.q. desire to recode the variable sex, which is a string variable (Male, Female), into a numeric variable with the val-
ues 1 and 2 you do the following: First you select the variable you want to recode (sex). Then you have to rename the new
variable by using the ‘Add New Name’ button. Now SPSS automatically construct the new variable and gives it values
starting at T ending at the number equal to the number of different outcomes for the string variable.

4.2.6 Replacing missing values

If the dataset includes missing values it can result in problems for further analysis. Because of that it is often necessary to
specify a value. For an elaboration of the problems with missing values see section 4.4

The replacement can be done using the: Replace Missing Values....

If you select the menu the following window will appear:

£2f Replace Missing Values

Mew Variahlel(s):

| g Education [haold] =
&b Sex [spo1]

&) Expect income = 30...
&5 Party (omitted in the...
e& “our weeight [sp04]
& “vour height [sp0sS]
e& “our mother's heig...
g& Your father's height...
e& Drinks (Genstande)... Method: | Series mean ...
@f Average marks (Ka...
&) Social order [sp10] -
&b Social justice  [sp11] @ rumber: o

-

Mame and kMethod

klame: Change

Span of nearby points:
@ 2

A Palnne to scssbueed

Paste [Rese‘t ][Cancel][ Help ]
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First you select the variables for which you want to specify the missing values and then select the method you want to use.
You can choose to use the average of the existing values (Series mean), use an average of the closest observations (Mean
of nearby points), use linear interpolation etc. If you want to choose the Mean of nearby points you need to specify the
nearest observations. This is done by selecting; Span of nearby points, where the value specified determines how many of
the earlier observation should be included in the calculation. By clicking ‘OK’ SPSS creates a new variable where the miss-
ing values are replaced. SPSS names the new variable automatically, but you can also specify it yourself by selecting
‘Name'.

4.2.7 Construction of time series
Using the menu Create Time Series... it is possible to create new variables, as a function of al-ready existing numeric time
series variables.

g2t Create Time Series

Wariahle-= Meww name

| g Education [hald) |

&b Sex[=p01]
% Expect incame = 3000
% Farty (omitted in the en. ..
.g& “our weight [spi4]

& vour height [=p0S]

ﬁ “our mother's height [
f “our father's height [=...
f Drrink= (Genstande), n...
f Average marks (Karak . ..
% Social order [sp10]

&5 Social justice  [sp11]
% Eelong to somebody [=... Function:
&5 Set-realization [sp13] =
& Fun and joy in lite [=pl4]

—Mame and Function

|Difference ==

Qrcer:

Current Periodicity: Mone

:] [ Reseat ] [Cancel ][ Help ]

First you specify the variable to be used for the time series. This is simply done by selecting the desired variable and click-
ing the arrow. In the Order box you then specify the number of times you want to lag the variable. Finally you specify
which method to use for the calculation (Difference, lag etc.) When done you click ‘OK’ and SPSS automatically creates
the new variable.
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4.3 Recode (join)

Both logit- and log-linear analysis use table of frequencies, which can be described as a count of how many times a given
combination of factors appears (see the table below).

Obs (cells) Factor1 (i) Factor2 (j) Frequencies;
1 Male 1 9
2 Male 2 5
3 Male 3 3
4 Male 4 8
5 Female 1 5
6 Female 2 2
7 Female 3 10
8 Female 4 7

From the table above you can see that there are 10 respondents, which was a female (fac-tor7) and scored 3 on factor?
(second last row). It is often necessary or just interesting to join and recode observations - E.g. if the assumption of a model
about a minimum expected count is not fulfilled.

When recoding you join several levels. By doing this you increase the number of observations in each cell. E.g. in the ex-
ample shown above it would often be recommended that level 1 & 2, and level 3 & 4 in the variable factorZ are joined
respectively. This will reduce the number of cells in our table of frequencies to consist of only 4 cells but each now includ-
ing more respondents - see the table below.

Obs (cells) Factor1 (i) Factor2 (j) Frequencies;
1 Man 1(1+2) 14
2 Man 2 (3+4) 11
3 Woman 1(1+2) 7
4 Woman 2 (3+4) 17

It must be noted that joining levels rely on a subjective evaluation of whether it makes sense to join these levels.



4.3.1 Join using the dialog box

| |
Introduction to SPSS 19.0 Analytics Group

As can be seen in the window below recoding can be done either into the same variables or into a new (different) varia-

ble.

£3f *Rus9B_eng.sav [DataSet?] - PASW Statistics Data Editor

File  Edit Wiew Data Transform  Analyze Graphs  Utilities  Add-or

'ﬁ' H E'] E Egjmpute Yariahle...

E Count Values within Cazes..

|1 S |— shift values...

hald
BSc
HAT
HAF-10,
BSi HPE Yigual Binning ...
Ha Eﬁ Rank Cazes...
BSc| & Date and Time Wizard..

E Recode into Same Variakles...
ﬁ Recode into Different “ariables...

Eﬂ Automatic Recode...

BA | [E creste Time Series.
BA EJE Replace Mizsing Yalues..
HAI s Randaom Mumber Generators..

=
=

HA | @ Run Pending Transforms Cirl+G

SETT

4.3.1.1 Recode into Same Variables
By selecting Recode => Into Same Variables... it is possible to recode already existing variables. This can be done for both

numeric and string variables.

In the first window you select the variable you want to recode. If more variables are selected they must be of the same
type. To select the variables to be recoded click ‘if...” and they can be selected using logic relations. It is also possible to
select all variables. Next you click the menu ‘Old and New values...” and the following window appears:

i Recode into Same Variables: Old and Mew Values

rOld Yalue Tewe Value
@E Walue: ® Walue: | |

System-miz=zing

System-mizsing

Ol --= M

System- or user-missing
© Range:

Al
through
Change

Remave
Range, LOWEST through value:

Range, value thraugh HGHEST:

All other values

I’Corﬂinua” Cancel ” Help W
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In Old Value you specify which values are to be recoded. If it is only a single value you want to specify you choose the first
field Value and enter the value. If you are to recode non-defined missing values you choose the field System-missing. If
the variables are defined as missing values or unknown, you choose System- or user-missing. Please noted that this is a
very important feature to use, when recoding variables including missing values cf. section 4.4 below.

Last if it is a range or an interval you choose and specify the range in one of the next three options.

In the right hand side of the window you define the new value you want the old values to be replaces by. After the recod-
ing is defined you click ‘Add’. When all the recoding has been specified you click ‘Continue’ and ‘OK’ and SPPS does the
recoding automatically.

4.3.1.2 Recode into Different Variables

Instead of recoding into the same variable you can choose to recode /nto Different Variables. Now it is possible to create a
new variable from existing ones. Also here you can both recode numeric and string variables. The window looks as seen
below:

§3f Recode into Different Variables

Mumeric Yariahle -= Output Yariable:
&b Education [hald] sp01 =2
% Expect income = 300.0...
% Party (omitted in the en...
& our weight [sp04] Label:

+

f Your mother's height [

f YYour father's height [=...

f Drinks (Genstande), n..
& Average marks (Karak...
% Social order [sp10]

&b Social justice [sp11]
Oled and Mewe Yalues...
% Eelong to zomehody [=... =

Selt-realization [sp13
% [ep13] ‘ (optional case selection condition) ‘

&5 Fun and joy in life [sp14]
=)

rOutput Yariable

Mame:

In the left hand side you choose the variable you want to recode. In the right hand side you specify the name for the new
variable you are to compute. When specified click; ‘Change’, and the combination is added to the list. If it is not desired to
recode all cases you can use the ‘if..." menu to define in which situations you want the recode.

The values the recoded observations are to take can be specified in the menu; ‘Old and New Values.... A new window will
appear where you choose which values are to be replaced. The procedure is equivalent to what is described in section
43.1.1.

4.3.2 Recoding using the syntax
A different method is manually recoding in the syntax. To do that you choose File => New => Syntax and a window similar
to the one below will automatically open.



| |
Introduction to SPSS 19.0 Analytics Group

E= *Syntax1 - PASW Statistics Syntax Editor M=1E3

File Edit ‘“iew Data Transform  Analyze Graphs  Utities  Add-ons  Run Toolz  Window  Help

SHO M e~ 38530 PO 00 & B> B
FOOR M-

RECODE 1 @ BRECODE spi (1=1) (2=0) (missing=sysmis)
2 PEEecute.
3

Explanations:
RECODE: Start procedure!

e The “recode” procedure takes all values = 2 and gives them the new value “0”. The values = 1 will be given the
value 1. The missing values will be sysmis. This means that they are missing, and will not be included in further
analysis. Please note that these changes will be recorded into the already existing variable.

EXECUTE: The procedure will be executed.

Always remember that every staternent must end with a full stop - a dot ().

4.4 Missing values
The term, missing values, is defined as non-respondents / empty cells within a variable.

The problem with missing values is mostly pronounced when working with data collected by a questionnaire. The prob-
lem arises as some of the respondents have chosen not to answer one or more of the questions posed.

Before you carry out any statistical analyses, it is important to consider how to deal with these missing values. The most
commonly used method is to define which value of the variable that represents a missing value cf. section 3.1.1. When the
variable takes on this particular value the observation is excluded from any analyses performed, thus only leaving in the
respondents who actually answered the question.

Another but not so frequently used method is the one described in section 4.2.6 where a missing value is replaced by a
specific value, for instance the mean of the other observations and then included in any subsequent analyses. This meth-
od is not applicable when dealing with data from a questionnaire, however it is most often used with time series data
when you want to remove any holes in the series

Another situation where it is important to focus on missing values is in conjunction with data manipulation. For instance if
you want to recode a variable, there is a risk that you may unintentionally change a missing value so it will be included in
subsequent analyses. An example of this is given below, where the variable education with the following levels:

0 = missing value 1 = HA, 2 = HA(dat), 3 = HA(int), 4 = HA(jur)

is recoded into a new variable with the following levels 1T = HA and 2 = other educations. If this is done as described in
section 4.3.1 (7ransform => Recode => Into different..) you put 1 = 1 and else = 2 as shown below.
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i:f Recode into Different Yariables: Old and New Values

rOld Walue Mewy Walue
Walle @ Walle | |
System-missing
System-miszing Copy old value(s)
System- ar user-missing
Range: Ol --= e
1 =1
ELSE --= 2
throuah Add
Chanoe

Range, LOWEST through walue: Remove

Range, value through HGHEST:
|:| Output variables are strings Width: I:]

@ s other values E Convert numeric strings to numbers ('5'-=35)

[Curdinue][ Cancel ” Help ]

As a result of this recoding, all the missing values are now assigned with the value 2, which mean they will be included in
any subsequent analyses. This may result in false conclusions not supported by the real data.

To prevent this from happening it is important to make sure that the missing values are preserved after the recode. In the
example above, you can do this, by using the option “system- or user-missing” as shown in the dialog box below.

4t Recode into Different Yariables: Old and Mew Yalues

rid Walue e walie
Walle: Walue:
® System-mizsing

System-mizsing Copy old value(s)
System- or user-missing
@ Range: Ol --= My

1 =1

SYEMIS --= SYEMIS

through add | |FISERES

Change

Range, LOWEST through walue:

Range, value through HIGHEST.

|:| Output variahles are strings Wicith: s
All other values H Convert numeric 2trings to numbers ('5'-=3)

[Cnrrtinue” Cancel ” Helg ]

If you recode your missing values in this way, you will be certain that they are preserved in the new variable created.
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5. Custom Tables

In SPSS you can also do custom tables, which describe the relationship between variables in a table of frequencies. These
tables can either be simple two-dimensional tables or multiple dimensional tables. To make simple tables you do the fol-
lowing:

Analyze => Tables => Custom Tables

338 Custom Tables

s | vermsl [E5 conpac]
&b Education [hol] [ < -

&b Sex [zp |

% Expect income = ..
&5 Party (omitted int .
f Wour weeight [sp04]
& vour eight [sp0s]
f Wour mother's bei...
@& Wour father's hei...
& Drinks (Genstand...
@& Average marks (...
&) Sacial order [sp10]

&)Socialjusﬁce 5. = |£) Education ||£) Expectin...

Categories:

Larver Output

@ Show each
category as & layer

Shawe each

combination of

categories az &

layer

Define——————————— rSummary Statistic:

N, Summary statistics ... Postion: | Calumns - | 0 Hicle: Categary Postion:

|Defau|t =
%% Categories and Totals... Source:  |Laver Variakles -
| QK I Pazte || Reset || Cancel HeIE

If you want to make a table with multiple dimensions you need to press the Layers button. Otherwise the table will only
consist of two dimensions.

e The variables you want displayed, means and other descriptive measures are dragged into the Rows section.

e The Normalbutton makes it possible to preview the table you are about to produce. Whether you chose to use the
Compact- or the Normalbutton is a matter of taste.

o |n Summary Statistics... it is possible to include other measures than mean, which is set as default. You can e.qg. se-
lect the minimum or maximum value. You need to click on the variables you want statistics calculated for in order
to activate the Summary Statistics button.
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e In T7itles... itis possible to give the table a title or insert a time stamp.

5.1 Custom Tables output

|
Analytics Group

Below is an example for the output of a Custom Table. The output shows the average weight split into groups based on
sex, education and expected income.

Table 1
Yourvwejght
Sex

Female hale

Mean Mean
Education HA1-6 Expectincome = 300000 Yes Bl 7o
Mo Fi1 74
HAY-10,dat  Expectincome = 300,000 Yes 63 7o
Mo G2 7a
BAint Expectincome = 300000 Yes G1 7T
Mo 61 7a
HA jur Expectincome = 300000 Yes G2 7o
Mo a5 74
BSc B Expectincome = 300,000  Yes a0 73
Mo i1 a3
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6. Tables of Frequencies and crosstabs

6.1 Custom Tables

Custom Tables can also be used to produce tables of frequencies, crosstabs and more. To make a table of frequencies
you select Custom Tables as described above.

A window similar to the one below will be shown.

£i& Custom Tables

Tahle Test Statistics

arabes: [E] = R e

&b Education [hole] — [=
&b Sex [spi]
&) Expect incame = .
&5 Party (omitted int...
.g& our weight [sp04]
& vour height [sp05]
f Your mother's hei...
ﬁ “our father's hei...
@? Drinks (Genstand. .
‘g& Mverage marks (..
&) Socizl arder [sp10]

% Socisl justice [s.. |™ |&) Education ”% Expectin... |
Categaories:
Define——————————— Summary Statistic:
N summary Statistics ... Posttion: | Columns - | ["] Hie | Category Position:
|Defaurt v
2% Categaries and Totals... Source: Layer Wariables -

[ QK ” Paste ”Reset ”Cancel” Help ]

e In Rowsyou enter the variables, which are to be counted.
e In Columnsyou enter subgroups - if any.
o Ifyouinclude a variable in Layersyou will get a table of multiple dimensions.
o In Summary Statistics... you have the option to get the percentage of each group. E.g. by clicking on the Sex varia-
ble and pressing Summary Statistics, you get the window shown below. Here you can add a percentage for the
row.
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258 Summary Statistics:

Selected Variable: Sex
Statistics: Displary:
Urweeighted Count - Statistics Label Format Decimals |
Rowy N % Caurt Court nnnn ] 1+
Calutnn M %
*
Tahlz M %
Subtable M % =
EI Custam Summary Statistics for Taotals and Subtatals
- Statistics Label Formiat Decimals |
- 1
+*
=
Apply to Selection [ Cloze ] [ Help ]

o InTitles..’ the title of the tables can be changed.

6.1.1 Table of frequencies output
Below you see an example of a table of frequency output, corresponding to the options set in the example above.

Sex

Female hlale
Count Column M % count column M %
Education  HAT-A Expectincome = 300000 Yes ar G9,8% 75 T43%
Mo 16 302% 26 257%
HA7-10,dat  Expectincome = 300.000  Yes k15 783% TE 30,0%
Mo 10 21.7% 19 20,0%
BA int Expectincome = 300000  Yes i3 G0,0% 28 g4 8%
Mo 14 40,0% a 15,2%
HA jur Expectincaome = 300,000 Yes s 96,3% 26 36,7%
Mo 1 37% 4 13,3%
BSc B Expectincaome = 300,000 Yes 5 60,0% 15 78,0%
Mo 4 40,0% ] 25 0%

The table shows what percentage of the students, that expects to earn above 300.000 in the future, based on their sex
and education. As can be seen only 60 % of the female BA(Int.) students expect to earn more than 300.000 while 96,3 % of
the female HA(Jur.) students do.
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6.2 Crosstabs

Crosstabs shows the relationship between two nominal or ordinal scaled variables. To make a crosstab chose: Analyze=>
Descriptive Statistics=> Crosstabs and the following box appear. The variable you want in rows is moved to Row(s) and the
variable you want for column is moved to Column(s). In the following example the relationship between sex and educa-
tion will be investigated.

£if Crosstabs

Exact...

& Educstion [hold] = —
% Sex [zpo] Statistics...

% Expect income = 300.... Cells...
% Party (omitted inthe e... Calumni =)
ﬁ Your weight [2p04]
&7 our height [sp05] 9
ﬁ Your mother's height [...
ﬁ Your father's height [... —Layer 1 af 1
ﬁ Drinks (Genstande), n...
ﬁ Average marks (Kara... Previous Med
% Social order [2p10]
&5 Social justice [sp11]
% Belong to zomebady [...

&) Seft-reslization [sp13] (&

Format. ..

|:| Dizplay clustered bar charts

|:| Suppress tahles

Faszte | Reset ||Can|:el Help |

Itis also possible to test for homogeneity and independence in your output How to do this is described in section 17.

When you press ok, a crosstab with the frequencies within the different combinations will appear in the output. It is also
possible to get percentages in the table. This can be done by pressing Cells. Then the following window appears, here it is
possible to get percentages both for each row, each column and in percent of the total. Marking respectively Row, Col-
umn and Total, does this.
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£if Crosstabs: Cell Display E|
Counts
[« Ohzerved
[:i Expected
Percentages Residualz
Ea Roy [:I Unstandardized
[:i Standardized
[ adjusted standardized

Moninteger Weights
@ Round cel courts 2 Round casze wreights
©) Truncate cell courts  ©) Truncate case weights

©) Mo adjustments

[Cl:lrltinue][ Cancel ][ Help ]

This leads to the following output, where you can see that there on HA jur. are 27 females which is 15.6% of all women,
47,4% of those how study HA jur. and 5.9% of all students.

Sex * Education Crosstabulation

Education
HA1-6 Ha7-10, dat BA int HA fur BSc B Total

Sex Female  Count A3 AT 36 a7 10 173
% within Sex 30, 6% 27 2% 20,8% 15,6% 5,0% 100,0%

% within Education 34,2% 32, 6% a82,2% 47 4% 33,3% 38,0%

% of Total 11,6% 10,3% 7.9% a,9% 2,2% 28,0%

Male Count 102 a7 a3 a0 20 282
% within Sex 36, 2% 34 4% 1,7% 10,6% T 1% 100,0%

% within Education B5,8% 67, 4% 47 8% 52,6% 66, 7% B2,0%

% of Total 22.4% 21,3% 7,3% Fi, ki % 4 4% A2 0%

Total Count 1585 144 g4 ar an 455
% within Sex 1% 3N % 15,2% 12,5% B,6% 100,0%

% within Education 100,0% 100,0% 100,0% 100,0% 100,0% 100,0%

% of Total 341% 3 E% 15 2% 12.5% B 6% 100, 0%
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7. Descriptives

Often it is desirable to get some descriptive measures for a selected variable. Descriptives include measures like mean,
standard deviation etc. To get descriptive measures you select: Analyze => Descriptive Statistics => Descriptives

A window like the one below will be shown.

&8 Descriptives

Wariahle(s):
ﬁ Average marks (Karak...

& our height [zp035] -
f Your mother's heig. ..

y Your father's height...
g@ Drink= [Genstande)...
&) Social arder [sp10]
&5 Social justice [spl1]
&) Eelong to zomekbod...
&5 Sett-realization [sp1 3]
&) Fun and joy in life [s...|=

D Save standardized values as variables

(o) (zaste ) (meset) (comem)) (e )

e In Variable(s)you include those variables you want to have descriptive measures for.

o If you tick Save standardized values as variables, the standardized variables will be saved in a new variable in the
current dataset.

e In‘Options.." you select the descriptive statistics you want to be included in the output.

7.1 Output for Descriptive Statistics
Below is shown what the output for descriptive statistics could look like, depending on the different selections you have
made. In this case descriptive statistics for the average marks are shown.

Descriptive Statistics
M Minimum | Maximum Mean Std. Deviation
Average marks (Karakten
at qualifying exarm 445 6,3 10,4 2,476 ,F382
Walid M (listwise) 145
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8. Frequencies

As could be seen in the former sections, it is possible to select both descriptive statistics and frequencies at the same time.
Frequencies are used if you want to see quartiles and plots of the frequencies. To do this you select the following in the

menu bar: Analyze => Descriptive Statistics => Frequencies

The following will appear on your screen:

£if Frequencies

65 Expect income = 30... | &
&5 Party romitted in the. .
& Your weeight [sp04]
& vour height [sp0S]
& Your mother's heig...
& Your father's height...
& Average marks (Ka...
% Social order [sp10]
&5 Social justice [spl1] [

@ Dizplay frequency tables

Wariable(z):
w Drink= (Genstande), n... |

[ Ok, ]LEaste ]&eset ”Cancel” Help ]

|
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In Variable(s)you include the variables you wish to have measures for.

e [f the menu ‘Statistics...” is selected it will be possible to include descriptive statistics and different percentages. E.q.
standard deviation, variance, median etc.

%5t Frequencies: Statistics

rPercentile values
[ Quariles
|:| Cut paints for: 10 equal groups

|:| Percentile(=):

Al
Change

Remave

rDizpersion
[ Std. deviation [ Minimum

[T Maeimum

[T] Range [] SE. mean

rCentral Tendency
[ Mean

[ Median

[T Mode

] 5um

D “Walues are group midpoints
rDistribution

[ Skewness

[ Kurtosis

[Continue” Cancel ” Help ]
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£2f Frequencies: Charts

Chart Type
%] rone

%] Ear chartz
%] Fie chart=s

@ Histograms:

@ éghnw narmal curve on histograrnf

Chart “alues

[CDrltinue][ Zancel ][ Help ]

e In‘Charts...’ itis possible to make plots of the table of frequencies.
e In‘Format..” you can format the tables to make it look like you want it to - almost!

8.1 Frequencies output
The frequencies’ output will look somewhat similar to the one shown below:

Statistics

Drinks (Genstandet, number of i weel 34
M Valid 455,000

Mis=ing ,ooo
Mean 12,1493
Median 10,000
Std. Deviation 12,2897
Yariance 151,214
Skewness 1,888
Std. Errar of Skewness 114
kFurttosis 8,154
Std. Errar of Kurosis 228
Fercentiles 24 3,000

a0 10,000

¥a 18,000

|
Analytics Group
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Drinks (Genstande), number of in week 34

Curmulative
Fregquency Fercent Walid Percent Fercent
Walid 0 ] 184 14,4 184
1 5] 1,3 1,3 16,7
2 27 a8 a4 226
3 11 24 2.4 281
4 26 ar ar ang
5 3z 7.0 7.0 are
B g 20 2,0 398
7 11 2,4 2,4 42,2
B 17 ¥ a7 454
] ] 1,3 1,3 47,3
1a 46 10,1 10,1 a7 .4
11 2 A il a7.8
12 23 a1 a,1 G625
13 4 4 9 B3,7
14 a 18 1,8 65,5
14 an 6.6 6,6 T2
16 T 15 1.5 736
17 = 4 4 4 4 ]

Like any other output in SPSS the output layout varies depending on the options selected. The above shown output looks
exactly what it would look like with the options mentioned in this section.

Histogram

Mean = 12,19
Std. Dev. = 12,297
N =455

60—

Frequency
5
1
1
|
|

_M?HM ]

O T T T T T
-20 (o] 20 40 60 80

Drinks (Genstande), number of in week 34
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9. Plots

9.1 Histograms

In many cases it is relevant to make a histogram of a variable where you can see the distribution of the respondent’s an-
swers. This can easily be done in SPSS by choosing Graphs => Legacy dialogs => Histogram.

Then the below shown window will appear. Under variable you choose the variable that should be used in the histogram.
If you want to have a normal curve on the histogram this can be done by marking Display normal curve. By pressing ” 7i-
tles” you can make titles and insert footnotes on the graph. If you wish to have more histograms of the same variable sex
grouped by another variable for example sex, this can be done by moving the variable over in the box Rows (the histo-
grams will appear under each other) or the box Columns (the histograms will appear beside each other).

§3t Histogram

Wariahle:

&) Education [hald] ||& Drinks (Genstande), number o... ||

&) Sex [spl1] |:| Dizplay normal cure
&) Expect income = 300.0...

&b Party (omitted in the en... | [Panelby

f “our weeight [2p04] Fomys:

& wour height [zp05]

5& “our mother's height [ ... L3

5& “our father's height [=...
f Awerage marks (Karak...
E) Social arder [2p10]

& Socialjustice [zpl1] Columns:
&) Eelong to somehody [=...
&b Set-reslization [sp13] -»
&b Fun and joy in life [sp14]

H Mest variables (no empty rows]

Mezt variables (no empty columnz)

Template
I:‘ Use chart specifications from:
File....

[ Ok ” Pazte ”Reset ”Cancel” Help ]

Under section 8.1 there is an example of a histogram showing the units of drinks people drank in the "rusuge” with a nor-
mal curve on.

9.2 Chart Editor

In the Chart Ediitorit is possible to edit plots and charts. To activate this editor you must double click the graph you want to
edit. The Chart Edlitoris a separate window like the Data Editor and the Output viewer. The graph will be grey, when you
have double clicked on it for editing (as can be seen below) until you have closed down the window. The graph below is
produced via Graphs => Legacy Dialogs => Scatter/Dot => Simple Scatter and choosing Your height as X-Axis and Your
weightas Y-AXis.
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In the Chart Editor you can edit the graph in many ways, insert reference lines etc. The way it works is similar to Excel’s
Chart Editor and will be described below.

9.3 Reference line

First select Options => X-(or Y] Axis Reference Line on the menu bar, depending of which type of reference line is needed.

Then you need to specify where the line should be positioned. This is done in the menu window:

Chart

Reference Line

rScale Axis

Wariahble: “our height
Postion:  [150]

Wariakle:

Pozition: -

“alid Operators: +- 5000, and **

[ Attach label to line

) (eoms) ()
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The reference line will now look like the one below:

i@ Chart Editor

File  Edit “iew  Options Elementz  Help

o0 OXYEANS B LY ClE@mL Gl kIl
| v Y —
I ol A P

120

100

a0

Your weight

G0

40

150 160 170 180 160 200 210
Your height

9.4 Trend Line

To enter a Trend Line you select Elements => Fit /ine at total. In the submenu Fit /ine it is possible to make a curved line and
confidence interval for the regression line if desired.



9.5 Editing Scales
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Often it is desirable to edit the scales. This is done in the Edit => X/Y Select X/Y Axis. Then you will be given the option to

specify the scale for the axis, change their titles etc.

Properties

X

| LebelsaTiks | MumberFomat | Variables

. cheisze

Scale

e

rRange
Ao
hinithLirm [+
haximum [+

tajar Increment |E
Crrigin [+

|:| Dizplay line at origin

Drata

132

10 202

u]

= | [R][=] O
I.nc

il S

=]
III3

rType
@ Linear!
© Logarithmic
Basze: 10 - Safe
) Powver
Exponent: 05 B ==

Lowver mardin (3

Upper mardin ()

soot
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10. Test of normality, extreme values and probit-plot

This chapter will show you how to test for normality and make probit plots. By doing this you can check if the assumptions,
for the test you want to perform, are satisfied. Also you can use this as an explorative test to identify observations, which
have an extreme value (also called outliers). Sometimes you actually want to exclude these extreme values to get a better
test result. Test for normality has the following hypothesis.

H,: Normdistributed
H, : Not- Normdistributed

Test for normality and probit plot can be done by selecting: Analyze => Descriptive Statistics => Explore. The following
window will appear on the screen:

iif Explore E|

Cependent List:

&) Education [hald] “ & “our weeight [sp04] -

&b Sex [sp01]

&5 Expect income = 30... Ciptions...

& Party (omitted in the... Factor List:

& vour height [sp03]

& “our mather's heig... -

@5’ “Your father's height...

& Drinks (Genstande)... Label Cazes hy:

&b Average marks (Ka... |= - |

Display
@ Both (© Statistics ©) Plots

(o) (easte ) (oset | [coneet) ok |

e In Dependent Listyou insert the variables to be tested.

e In Factor Listitis possible to divide the dependent variable based on a nominal scaled variable.
e In Display you must tick Both if you want to include both a plot and test statistics in your output.
e In‘Statistics...” it is possible to select the level of significance and extreme values. As shown.

& Explore: Statistics g|

=

Confidence Interval for hiean: %
[ M-gstimators
[ outliers

& Percentiles

[Cl:lrrtinue][ Cancel ][ Help ]
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e In ‘Plots..” select Normality plots with tests, as shown below. The interesting part here is the two tests that are per-

formed; "Kolmogorov-Smirnov-test” and "Shapiro-Wilk-test” (the latter are only used if the sample size does not

exceed 50).
i3 Explore: Plots @

Bowplots Descriptive

@ Factor levels together q‘_" Stem-and-leaf
& Dependents together _ Hiztogram

o Maore

_-{' ENgrmaI'rty plots with tests

Spread ve Level with Levene Test

]

[CDntinue][ Cancel ][ Help ]

e In‘Options.." you get the possibility to exclude variables in a specified order or just re-port status.

10.1 Explore output

The following is just a sample of the output, which appears with the above selected settings. The first able shows the test of
normality, while the second table shows statistics about possible outliers.

Tests of Normality

Kolmogorov-Smirnoy' Shapiro-Wilk
Statistic df Sig. Statistic df Sig.
Your weight ,053 451 ,004 ,986 451 ,000

a. Liliefors Significance Correction

As it can be seen from the output we have a p-value on 0,4%. This means we reject HO and therefore we cannot say it is

normal distributed. The Shapiro-Wilk test gives us a p-value on 0% and therefore the data is not from a normal distributed
population.
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11. Correlation matrices

In SPSS there are three methods to make a correlation matrix. One of them (Pearson’s bivariate correlations) is the most
frequently used and will be described in the following.

11.1 Correlation matrix
The most used correlation matrixes is the following: Analyze => Correlate => Bivariate...

£3f Bivariate Correlations @

Wariahles:

: - Cptions...
@5 Party [omitted inthe... - & Your weight [zp04] Lapt
ﬁ Your mother's hl.EIg... & Your height [sp05]
& Your father's height... & Average marks (Karak...

& Drinks (Genstande)...
&) Social order [zp10]
&5 Social justice [spl1]
&) Belong to somebod. ..
&5 Sett-realization [2p13]
% Fun and joy in life [s... | =

Correlation Coefficients

[+ Pearson ] kendal's tau-b ] Spearman

Test of Significance

@ Two-tailed ©) One-tailed

@ Flag significant correlations

(o) (eante ) (zeset ) (conca) (e )

e In Variablesyou insert the variables you want to correlate.

o In Correlation Coefficients you mark the correlations you want to be calculated. The most used choice is Pearson!

e In Test of Significance you select the test form - one or two tailed. Note that the signifi-cant correlations as default
will be shown with a */** because of Flag significant corre-lations. It should also be noted that significant correla-
tions does not indicate that the variables are significant in a regression analysis.

e In‘Options..” you can calculate means and standard deviations
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11.2 Bivariate Correlation output
Correlations
Average
marks
(Karakter) at
qualifying
Your weight [ Your height exam
Your weight Pearson Correlation 1 , 749*4 -,124*%
Sig. (2-tailed) ,000 ,009
N 451 450 442
Your height Pearson Correlation , 7494 1 -,029
Sig. (2-tailed) ,000 ,546
N 450 454 444
Average marks (Karakter)  Pearson Correlation -,124*4 -,029 1
at qualifying exam Sig. (2-tailed) ,009 ,546
N 442 444 445

**. Correlation is significant at the 0.01 level (2-tailed).

As can be seen from the output, there are significant correlations between the variables your height and your weight. On
the contrary the correlation between average marks and the other variables is very small. Further the output-table shows
two-tailed levels of significance for correlations between each variable and the total number of observations included in
the correlation test.
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12. Comparisons and test of means

12.1 Compare means

When you want to compare means grouped by another variable, this is possible by choosing Analyze => Compare means
=> Means. The variable you want the mean of should be put in dependent list, in the following example this will be the
number of drinks. The variable that you want to group by should be put in /ndependent List, in this example sex. By press-
ing Options it is possible to choose different statistical measures that should appear in the output as standard the means,
number of observations, and the standard deviations are shown.

£if Means @

Dependent List:
&; Education [hold] - ﬁ Drinks [Genstande], num. ..
&; Expect income = 30... hd
&5 Party (omitted in the. .
ﬁ Your weeight [2p04] Layer 1 of1
& “our height [sp0S]
ﬁ our mothet's heig...
ﬁ Your father's height ... Independert List:
@& Average marks (Ka... i &' Sex [sp01]
&; Social arder [=p10]
&5 Social justice [sp11]

-

Options...

Mt

..-D—u Eelnnm ta snmehinr

(o) (easte ) (meset ) (concet) (e )

This gives the following output where the means for males and females easily can be com-pared.

Report
Drinks (Genstande), number of in week 34
Sex Mean N Std. Deviation
Female 7,20 173 9,011
Male 15,26 282 13,033
Total 12,19 455 12,297

12.2 One sample T-test

A simple T-test is used, when you want to test whether the average of a variable is equal to a given mean; i.e. one sample
T-test. E.g. you might want to test if the average mark for students at BSS is equal to the value 6. The hypothesis for this
two-sided test would look like this:

HO : :uAve.mark= 6
Hl ::uAve.mark # 6
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The test procedure is the following: Analyze => Compare means =>One-sample T-Test

£ One-Sample T Test @

Test Wariahle(s):

‘5 Education [haold] - ﬁ Average marks (Karak. ..
&5 Sex [zp01]

‘5 Expect income = 30...
&5 Party (omitted in the...
ﬁ Your weeight [sp04]
& vour height [sp05]
ﬁ Your mother's heig...

ﬁ Yaur father's height...
il Test Walue: EI

£ Mirink= (Menstandst

Options...

(o) (et ) () (comce)

Select the variables and enter the test value in the 7est Value field. The value must be the same for each variable! Under
‘Options...” you select the confidence level you want to use. As default this is set to 95%.

12.2.1 Output
In the following output it is tested whether the average mark for students at BSS is equal to the expected value 6.

One-Sample Test

Test Value = 6
95% Confidence
Interval of the
Mean Difference
t df Sig. (2-tailed) Difference Lower Upper
Qz'zﬁi?ymzrgiégarakter) 70,764 444 ,000 2,4762 2,407 2,545

In the output both the t-value and the confidence interval are given. The most interesting thing to look at is the Sig. column,
which gives the p-value of the test. As can be seen the p-value is almost zero, which indicates that the HO hypothesis must
be rejected; meaning that it cannot be said, with 95% confidence, that the mean of the tested variable is equal to 6.

12.3 Independent samples T-Test

If you want to compare two means based on two independent samples you have to make an independent sample t-test.
E.g. you want to compare the average mark for students at ASB for women versus men. The hypothesis looks as follows:

H 0 . :uma rkmen = :uma rkwo men = /uma rkmen /uma rkwo men = 0

H 1 . :uma rkmen * /uma rkwo men N /uma rkmen — /uma rkwo men # 0

The test can only be performed for two groups. If you need to test more than two groups you need to use another test
(ANOVA or GLM - se section 13 and 14). The test is performed by choosing the following:
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Analyze => Compare Means => Independent-Samples T-test

& Independent Samples T Test @

Test Wariahle(s):

&5 Education [hald] - ﬁ Average marks (Warakter...
&5 Expect income = 300.0...
&5 Party (omitted inthe en ... *‘
& Your weight [sp04]

& vour height [3p05]

& Sour mother's height [...
& Your father's height [=... Grouping Variable:
@ Drinks (Genstande], n.. m |;pm 7 |
@5 Social order [sp10]

&5 Social justice [sp11] [T
C] [Eeset ][Cancel][ Help ]

o The variable Average marksis selected as the test variable.

e The variable sexis selected as grouping variable and ‘Define Groups..." is used to specify the groups. In our exam-
ple the two groups are: 1 (women) and 2 (men).

e Under ‘Options... you select the confidence interval to be used.

Dptionz. ..

12.3.1 Output
The output will look like this (just a sample):

Group Statistics

Std. Error
Sex N Mean Std. Deviation Mean
Average marks (Karakter)  Female 170 8,534 , 7123 ,0546
at qualifying exam Male 275 8,440 , 7528 ,0454
Independent Samples Test
Levene's Test for
Equality of Variances t-test for Equality of Means
95% Confidence
Interval of the
Mean Std. Error Difference
F Sig. t df Sig. (2-tailed) | Difference Difference Lower Upper
Average marks (Karakter)  Equal variances
at qualifying exam assumed ,195 ,659 1,303 443 ,193 ,0938 ,0720 -,0477 ,2352
Equal variances
not assumed 1,320 373,200 ,188 ,0938 ,0710 -,0459 ,2334

The first table shows descriptive statistics, for the selected variable, after the split up. The last table shows the independent-
samples T-test. To the left is Levene’s test for the equality of variance. With a test value of 0,195 and a p-value of 0,659 we
accept that there is variance equality. On the basis of this acceptance, we should use the first line to test the equality of the
means. This gives a tobs=1,303 and a p-value of 0,193. Thereby we accept the null-hypothesis and we cannot, on the ba-
sis of the test say that there is a difference between the average mark for men and women.
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12.4 Paired Samples T-Test !

A farmer has in the summer compared two combine harvesters. The farmer has used two farmhands to test them. They
were tested on the same mark, right next to each other. This means they were exposed to same weather and same top-
soil. The farmer has been testing which combine harvest that could produce the most.

In this example, a paired sample t-test is to prefer. The production is measured for production_a for combine harvester q,
and production_b for combine harvester b. The dataset Paired Sample t-testsav for the following test can be found in the
downloaded zip-folder (see top of document)

The hypothesis looks as follows:

HO : H ‘produktion _a =H ‘produktion _b g H ‘produktion_a H ‘produktion _b = O

H 1 : Iu ‘produktion _a # /uproduktion_b g Iu produktion _a ,U ‘produktion _b ?&O
The analysis is performed by selecting: Analyze => Compare means => Paired-Samples T-test.

Then the two variables are moved into the Paired Variables field:

%3t Paired-Samples T Test

Paired "ariables:

& Production_s | Pair  |‘arisblel  |variable2 |
& Production_b 1 4 [Product... ¢ [Produc...
2
T
v
=

[ (8] ]Lgaste ]&eset ”Cancel” Helg ]

The output will look almost like the one for the Independent samples T-Test. Note that both variables have to be selected
before moved into Paired Variables.

12.4.1 Output
The output will look like this:

! Keller (2009) ch. 13.3 and E310 p.25-26
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Paired Samples Test
Paired Differences
95% Confidence Interval ofthe
Difference
Std. Errar
hean Std. Deviation hean Lower Upper t df Sig. (2-tailed)
Pair1  Production_a- -2.00000 15.05747 4.34672 -11.86706 786706 -.460 11 654
Froduction_b

In the output both the t-value and the confidence interval are given. The most interesting thing to look at is the Sig. column,
which gives the p-value of the test. As can be seen the p-value is 65,4%, which indicates that the HO hypothesis cannot be
rejected; meaning that it cannot be concluded that there is a difference between the two combine harvesters.



| |
Introduction to SPSS 19.0 Analytics Group

13. One-Way Anova 2

To test the hypothesis of equal means between more than two groups, an ANOVA test is to be applied. In the following a
one-way ANOVA test will be shown through an example, where we want to test whether the weight of the students at BSS
is the same between the different educations.

The following hypotheses will be tested:

H, : There is no difference in the population means (Hy : fgucation 1 = Heducation 2 = Heducation_3)

H, :There is a difference in the population means (H, : at least two means differ)

The test is done by selecting: Analyze => Compare means =>One-Way ANOVA. Then a window looking like the one be-
low appears and the dependent variable is selected and moved to the Dependent /ist box. The classification variable is
moved to the Factorbox.

£ One-Way ANOVA @

Cependent List:
@ Sex [sp01] - & vour weight [zp04] =
&) Expect incame = 30...

&5 Party (omitted in the.. Options...
&7 vour height [sp05]
ﬁ Your mather's heig...

ﬁ “our father's beight..
.& Drinksz (Genstande]...

ﬁ Average marks (Ka... Py ‘ Eﬁ':t':'ri
Ab =nrisl cedar Temd il |_ﬁ:1] Education [hold] |

(Cox ) (esste ) (moset ) (cancer) e )

In this example the dependent variable is your weight. The classification variable is education, which describes the differ-
ent educations at BSS. It should be noted that this variable must not be a string. If the variable is a string variable it must first
be recoded into a numeric variable.

Further details must be specified before the test is to be completed:
e By selecting ‘Options...” it is possible to include descriptive measures and tests for homogeneity of variances be-

tween groups (Levene’s test), which is one of the tests of assumptions being performed before an analysis of vari-
ance.

2 Keller (2009) ch. 15.1.



| |
Introduction to SPSS 19.0 Analytics Group

#if One-Way ANOVA: Options  [X|

Statistics
EI Descriptive

["] Fixed and rancom effects

[+ Eﬂumugeneﬂ‘f of variance tes:t';

EI Browen-Faraythe

[T wuielch

EI Means plaot

Missing Walues
(@ Exclude cases analysis by analysis

@) Exclude cazes istwize

[Cl:lrﬂinue][ Cancel ][ Help ]

e By selecting ‘Post Hoc..." it is possible to do several tests of differences between the groups.

£if One-Way ANOVA: Post Hoc Multiple Comparisons

Equal Yariances Azsumed

L0 ] S-h-H ] Waller-Duncan
@ Eonferrani Ei Tukey
[ Sictak [T Tukey's-b [ Dunrett
] Scheffe ] Duncan -
|| R-E-G-W F [| Hochbery's T2 [ Test
[ R-E-Gwa [] Gabriel @

Equal Yariances Mot Azsumed

[ Tamhane's T2 [ Cunnett= T3 [ | Games-Howel [ | Dunnett's C

Significance level

[Cl:lrltinue][ Cancel ][ Help ]

This is done based on the outcome from the test of equal variance. It is usually recommended to use Bonferroni’s test,
which is selected in this test as well.

13.1 Output

The output from an ANOVA test is shown below
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Test of Homogeneity of Variances

Your weight
Levene
Statistic dfl df2 Sig.

,736 4 446 ,568

ANOVA

Your weight

Sum of
Squares df Mean Square F Sig.
Between Groups | 1064,936 4 266,234 1,788 ,130

Within Groups 56408,332 446 148,898
Total p7473,268 450

Post Hoc Tests

Multiple Comparisons

Dependent Variable: Your weight

Bonferroni
Mean
Difference 95% Confidence Interval
(1) Education (J) Education (1-J) Std. Error Sig. Lower Bound | Upper Bound
HA1-6 HA7-10,dat -,928 1,422 1,000 -4,94 3,08
BA int 3,398 1,769 ,554 -1,59 8,39
HA jur 1,962 1,894 1,000 -3,38 7,30
BSc B 1,637 2,436 1,000 -5,24 8,51
HA7-10,dat HA1-6 ,928 1,422 1,000 -3,08 4,94
BA int 4,327 1,791 ,161 -, 73 9,38
HA jur 2,890 1,913 1,000 -2,51 8,29
BSc B 2,566 2,452 1,000 -4,35 9,48
BA int HA1-6 -3,398 1,769 ,554 -8,39 1,59
HA7-10,dat -4,327 1,791 ,161 -9,38 73
HA jur -1,436 2,184 1,000 -7,60 4,73
BSc B -1,761 2,669 1,000 -9,29 5,77
HA jur HA1-6 -1,962 1,894 1,000 -7,30 3,38
HA7-10,dat -2,890 1,913 1,000 -8,29 251
BA int 1,436 2,184 1,000 -4,73 7,60
BSc B -,325 2,752 1,000 -8,09 744
BSc B HA1-6 -1,637 2,436 1,000 -8,51 5,24
HA7-10,dat -2,566 2,452 1,000 -9,48 4,35
BA int 1,761 2,669 1,000 -5,77 9,29
HA jur ,325 2,752 1,000 -7,44 8,09
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From the first table it can be seen that the assumption of equal variances can be accepted (homogeneity of variance)
since the p-value is above 0,05. Further it can be concluded from the middle table that the HO hypothesis is not rejected
since the p-value is 0,13. This indicates that there are no differences between the mean weights based on the different
educations. The bottom table, which shows the differences between the groups, is not relevant in this case, but it should
be mentioned that if HO is rejected the differences are specified in this table indicated by a (*).
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14. General Analysis of Variance 3

An analysis of variance is another statistical method to determine the existence of differences in group means. The one-
way ANOVA described above only allows for one classification factor (one-way), whereas the following analysis allows
multifactor analysis (i.e. randomized block design or two-factor ANOVA). In SPSS these are called GLM (General Linear
Mean) procedures.

The following table will show which experimental design to apply in different cases.

Datatype? Objective Experimental design? Identify where there is signif-

icant difference.

(groupingvar./testvar.)

Nominal / Interval Randomized: One Way ANOVA

Bonferroni’s simultaneous

fi int [ LSD
Block design: Two Way ANOVA confidence intervals (or LS

or Tukey)
Nominal & Nominal / (Sample blocked by known vari-
Interval ances in the test variable (reduces
the SSE))
Compare

means More factors: Two Factor ANOVA Interaktion significant: In-
terpret on a Profile Plot.
(Testing for mean differences
Nominal & Nominal /
across two factors) If interaction is notinclud-
Interval

ed in the final model: Bon-

ferroni’s

In the following example it will be tested if the average mark of the exam qualifying for enrollment at the business school
can be said to be influenced by sex and education as well as by an interaction between the two factors (i.e. a two-factor
ANOVA).

The full modellooks like this:
Average Marks = p + sex + education + sex*education

Y=p+a+p+T

SE281ch.7
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The hypothesis for the test looks as follows

H, : Sex has no effect on the average mark (o =0)

[0

H, : Sex has a effect on the average mark (« #0)
B H, : Education has no effect on the average mark (/4 =0)

H, : Education has a effect on the average mark (3 =+ 0)

H, : The combination of sex and education have no effect on the average mark (I"=0)
r H, : The combination of sex and education have a effect on the average mark (I" #0)

Please note that in a two factor anova, there are 3 hypotheses one of each effect and one the interaction effect.
To test the model you select: Analyze => General Linear Model => Univariate and the following window will appear:

Dependert Yariable:
&5 Expect income = 300.0... - | & Average marks (Harakt... |

@b Party (omitted in the &n... s3] i)y -
& Your weight [=p0d] % Sex [sp01]
Education [hold Post Hoc...
& “our mother's height ... % [ ]
& Your father's height [=... Reardom Fact i
&Drinks (Genstande), n... andomh Factar(s) Optians...

&5 Social order [zp10]
&5 Social justice [=p11]

&5 EBelong to somebody [=...
& Sett-realization [sp13] Covariste(s)

&5 Fun and joy in life [sp14]
[—] WLS Weight:
> | |

(Cox) (eame) (moset) (cancet) (o)
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The dependent interval scaled variable is moved to the Dependent variable box. In the Fixed factor(s) box the classifica-
tion variables are inserted. In our example this would be the nominal scaled variables sex and education.

Next the relevant model must be specified:

e When selecting ‘Model...” you can either select Ful/ factorial model or Custorm model. In the former all the interac-
tion levels are estimated and in the latter you are to specify the model yourself. We recommend you to use the lat-
ter model: Custom since it makes the eventually later reduction of the model easier. Sum of squares should always
be setto Type 3.

@ Univariate: Model l._ =
rSpecify Model
Full factorial @ Custom
Factors & Covariates: Model:
M hold hold
MSP’[H spl

hold*sp01
Build Term(s)

Type:

Sum of squares: | Type lll ™ [« Include intercept in model

[continue ][ cancel || Heip |

4

You specify the model by clicking the effects you wish to include in the model and put them in the Model. In Build Term(s)
you choose if you are making either main effects or interaction effects from the selected variables. If you want to include
the interaction between sex and education in your model, you should select both variables and choose /nteraction in the
Build Term(s) and click the arrow button. It is important that you enter the effects in the right order so that the main effects
are at the top and next the 1st order interaction effects, then 2nd order interaction effects etc.

e By selecting ‘Options... it is possible in the output to include the mean for each factor by placing them in the box

Display Means for as shown below. If you want the grand mean X included in the output, (Overall) should also be
chosen.
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Further in SPSS it is possible to compare main effects (not interaction effects) by selecting Compare main effects.

&if Univariate: Options E|
Estitmated Marginal Means
Factor(z) and Factor Interactions: Dizplay Means for:
(OWERALL)
spll
hold
hale*zpl1
Dizplay
@ Descriptive statistics @ Homogeneity tests
Ei Estimates of effect size EI Spread vs. level plot
Ei Observed power EI Residual plot
[ Parameter estimates (] Lack of fit
[ Contrast coefficient matrix (] General estimable function
Significance level: Confidence intervals are 93.0%
[Continue][ Cancel ][ Help ]

Homogeneity tests should also be selected since it has a direct influence on the estimation.
Furthermore it is possible to change the level of significance for tests such as Parameter estimates, which by default is 0,05.

e By selecting ‘Post hoc..., tests can be done for differences between the groups. If this is done based on the as-

sumption of equal variance. The tests can be carried out using confidence intervals based on the Bonferroni prin-
ciple e.g.

£58 Univariate: Post Hoc Multiple Comparisons for Observed ... §|

Factar(=): Post Hoc Tests for:
spl spii
hold haldd

Eqjual “ariances Assumed

= LSO [ SH-K ] ‘Waller-Duncan
[T Tukey
[ sicak [T Tukey's-h [ Dunnett
=l Scheffe [ Cuncan -

[[] RE-GwF [] Hochberg's GT2 [ Test
[] RE-Gwia [ Gabriel @

Eqjual Wariances Mot Assumed

[Continue][ Cancel ][ Help ]
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In the above window you move the factor(s) you wish to Post hoc tests for. Then you select the test you want completed. In
our example the Bonferroni test is selected. Please note that simultaneous confidence levels for interaction effects cannot
be computed this way.

14.1 GLM output

The output from the analysis is very similar to the output from ANOVA - though there are some improvements. It includes
more information than the former method. The output will vary de-pending on the different options selected.

The ANOVA table is shown below:

Tests of Between-Subjects Effects

Depeandent VariahleAverage marks (Karakter) at qualifying exam

Source Type | Sum aof

Squares of Mean Square F Sig.
Corrected Maodel §.5454 g 1.061 1.985 039
Intercept 31971.302 1 318971.302 | 598474555 .aoo
hald 7733 4 1.933 3619 006
sp01 729 1 729 1.364 243
haold * sp01 1.083 4 27 A07 TN
Errar 232382 435 534
Total 32213.230 445
Carrected Total 241928 444

a. R Squared = 039 {Adjusted B Squared = .020)

As can be seen from the table both the main effect sex and the interaction are insignificant. Based on the hierarchical
principle the interaction effect is always excluded first from the model, which then is re-tested before excluding the main
effect sex. This is done by choosing ‘Model..” and deleting the interaction from the model and moving it to the Factors &
covariates. Then the test is run again. After this is done, it turns out that the main effect sex is still insignificant and it is then
removed in the same way as the interaction effect. The table below shows the final model including only education as a
significant explanatory variable. This means that we cannot reject the hypothesis for a and Y. The only hypothesis we can
reject is P.

As can be seen at the table below, the determination coefficient R? is shown. It should be noted that you normally don't
make conclusions based on this values in conjunction with analysis of variance. If you want to evaluate the significance of
the model, the F-test should be used instead.

Tests of Between-Subjects Effects

Dependent Yatiable:fverage marks (Karakters at qualifying exam

Source Type Il Sum

of Squares of Mean Sguare F Sig.
Corrected Maodel 773348 4 1.933 3.632 006
Intercept 19880.024 1 19880024 | 37350270 .aoo
hald 7733 4 1.933 3.632 006
Errar 234194 4410 532
Total 32213.230 445
Caorrected Total 241.928 444

a. R Squared = .032 (Adjusted R Squared = .023)
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In the table below the models descriptive parameters are printed with both mean standard deviation and count.

Descriptive Statistics
Dependent Wariahle:Average marks (Karakter) at qualifying exam
Education Sex Mean Std. Deviation M
HA1-6 Female 8. 4496 7ra4 52
Male a.410 7924 102
Total 8.410 7924 102
HAT-10dat  Female 8523 A543 47
Male 844 TET4 a7
Total 844 TaT4 g7
BA int Female 8.820 A754 35
Male 8.5485 B394 33
Total 8.555 A4 a3
HA jur Female 8.183 F364 arF
Male 8.293 512 an
Total 8.2493 512 an
BSc B Female 8722 G476 9
Male 8723 8738 13
Total 8723 AT38 13
Total Female 8.534 7123 170
hale 8.440 Fh28 Fh
Total 8.440 7528 274

As can be seen from the output the grand mean for sample is 8.476. While for instance BScB has an average of 8.723 and
women from BA int has an average of 8.820.

As indicated by the table above there is some difference between the average marks across the different educations. The
question is whether these differences are significant in a statistical sense. This is examined in the table below where the
Post Hoc test is performed. Significant differences between groups, at significance level 0,05, are marked with the symbol

(*).

The conclusion for the test is that BA(int.) students have a significant higher average mark than HA(jur). At the same time it
can be concluded that there are no significant differences be-tween the remaining educations.

It should be noted that if the final model contains interaction effects, it doesn’t make sense to use the described method to
compare the different levels of the main effects. Instead the method on bonferroni intervals for interaction effects de-
scribed in section 21.5 should be used. This allows for the necessary computations to be made to draw any conclusions
about the interaction effect in the model.
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Multiple Comparisons

Pyarage marks (Karakter) at qualifying exam

Baonferrani
() Education  {J) Education 95% Confidence Interval
Mean
Difference (-

Jy Stol. Error Sig. Lower Bound | Upper Bound

HA1-6 HAF-10,dat -.029 0847 1.000 -.268 210
BA int -.252 1064 182 -.582 048

HA jur 183 1133 887 - 126 A13

BScE -.284 166G .82 -.754 186

HAF-10,dat HA1-6 .02a 0847 1.000 -210 268
BA int -223 1075 386 -527 080

HA jur 222 1144 524 -.100 545

BScE -.255 673 1.000 -727 217

BA int HA1-6 252 1064 182 -.048 .a852
HAT-10,dat 223 1075 386 -.080 AT

HA jur A4F 133 .aog 075 816

BScE -.032 1793 1.000 -537 474

HA jur HA1-6 -1493 1133 887 -513 126
HAF-10,dat -.222 1144 524 -545 100

BA int - 445 A3 Rilik] -.816 -07a

BScB - 477 1835 096 -.995 040

BScB HA1-6 284 1666 .88z -.186 754
HAF-10,dat 255 673 1.000 -217 T27

BA int .03z 1793 1.000 - 474 837

HA jur ATT 1835 086 -.040 985

Based on ohserved means.
The error term is Mean Square(Error) = 534,

* The mean difference is significant atthe .05 level.

14.2 Test of assumptions

A number of assumptions must be met to ensure the validity of the above analysis of variance. The following three as-
sumptions will be checked in this section

1) Homogeneity of variance
2) Normally distributed errors
3) Independent error terms

14.2.1 Homogeneity of variance
To test for homogeneity of variance between the different groups in the analysis, use Levenes’ test. In the following the
assumption will be tested using Levene’s test. The hypothesis for the test is

H,:0! =0} =..=07
H, : Atleasttwo aredifferent
To make SPSS run Levene’s test, the function must be activated during the actual test for analysis of variance. This is done

by choosing Analyze => General Linear Model => Univariate and under the 'Options...” button activate Homogeneity tests.
This results in the following table being added to the original analysis of variance output.
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Levene's Test of Equality of Error Variance$

Dependent Variable: Average marks (Karakter) at

qualifying exam

F dfl

df2

Sig.

2,359

4

440

,053

Tests the null hypothesis that the error variance of
the dependent variable is equal across groups.

a. Design: Intercept+hold

|
Analytics Group

As it can be seen from the table above, the p-value for the test is 0,053, which means that we cannot reject the HO hy-
pothesis. In this case there is homogeneity of variance and the assumption is satisfied, even though the conclusion is quite

sensitive to changing the level of significance.

14.2.2 Normally distributed errors

The easiest way to test the assumption of normally distributed errors is by making a probit plot based on the standardized
residuals. To generate the standardized residuals choose the sub-menu “Save” when performing the Univariate (Analysis

of Variance) test, and select the “Standardized Residuals” option as illustrated below.

i3t Univariate; Save @

Predicted Values

-_ Unstandardized

-_ Standard errar

Diagnostics
-_ Cook's distance

|| Leverage values

Coefficient Statistics

Residuals

__ Unstandardized
s
] Studentized
[ Deleted

andardized

[7] Creste coefficiert statistics

(2]

[Cl:lrltinue][ Cancel ][ Help ]

Next choose “Analyze=> Descriptive Statistics =>P.P Plots ...”from the main menu and test the constructed residuals against

a normal distribution.
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iif P-P Plots @
Wariahles: Text Distribetdion
& Education [hold] & Standardized Resioual t..| | [wormal =
&5 Sex [spli]
&5 Expect income = 300.00...
ib Party (omitted in the en... Cistribwtion Parameters
& Wour weight [sp04]

& vour height [sp0s] [f! Estimate from data

& Your mother's height [s...
‘gﬁ Your father's height [sp...
‘gﬁ Drinks (Genstande), nu...

ﬁ Average marks (Karakt... Tranztarm

.:5 Social order [2p10] [l Natural log transform Propaottion Estimation Farmula

@5 Social justice [sp11] 1 Stardardi | @ Blom's O Rarkit O Tukey's
| Standardize values

‘.:5 Belong to somebody s - @ wan der Waerden's

@b Sett-realization [sp13] [ pifference: =

@05 Fun and joy in life [sp14] Rank &ssigned o Ties

@ higan © High ()] Loty

Current Periodicity: Mone ©) Break ties arbitrarily

(k) (oste | (eset ) (Concat) (e )

As the observed standardized residuals are closely located around the 45 degree line, the assumption concerning normail-
ly distributed errors is assumed fulfilled.

Normal P-P Plot of Standardized Residual for sp09

o
[}
1

Expected Cum Prob
3

0,27

00— T T T T T
0,0 0.2 04 06 08 1,0

Observed Cum Prob
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14.2.3 Independent errors
To test the assumption of independent errors is by making a scatter/dot. Here it is possible to plot the standardized residual
against an observation number. If the assumption is to be satisfied, there should be no systematic variation/pattern in the

plot.

If the dataset doesn’t contain the observation numbers, they can be added under the menu Data => Define Dates...

&% Define Dates E|

Cazes Are:

First Caze l=:
Years
Periodicity at higher
lewvel

Years, guatters
Years, months
Years, guatters, months Dary:
Days

Weeks days

Wiseks work days(S)
Wiseks work days(B)
Haours

Days, hours -

Current Dates:
Mone

(o) (geset) (canea) ek |

In the dialog box choose Days and press ‘OK’. SPSS will now generate a new variable named Day.

Next choose “Graphs => legacy Dialogs => Scatter/Dot...” from the main menu and test the standardized residuals against
observations.

i& Simple Scatterplot gl
M=
&; Education [hald] | f Standardized Residual for sp... ‘
Options...

&5 Sex [sp01]

& Expect income = 300.0..
% Party (omitted inthe en
f “our vweight [sp04]

& “our height [sp0s)

& “our mother's height [...
f “our father's height [=
f Drinks (Genstande), n
f Average marks (Karak..
% Social order [2p10)

& Soisl justice [sp11]
% Belong to somebody [
% Sett-realization [5p13]
% Fun and joy in life [spd4]
&4 Date. Formst. "DDCD"..

Template

X Axis:

| [.loay. vt periodic DAYl

Set Markers by.

Label Caszes hy:

Panel by

Rz

-

=

Columns:

[ Use chart specifications from:
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Choose Standardized Residuals to be on the Y axis and the Day variable to be on the X axis, press ok.

3.00]

2.00

1.00-
0.00
.00+

60ds 1o} [enpisay pazipiepuels

-2.00

-3.00

DAY, not periodic
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15. Regression Analysis *
This chapter has been adapted by Jensen, Juhl & Mikkelsen.

A regression model is based on the assumption that a dependent variable can be explained by a linear relationship with
one or more explanatory variables.

As an example we consider an equation that describes the determination of house prices. Let’'s say we have access to
some observations on the following variables:

Price = House price

Lotsize = Size of the lot, in feet
Sqrft = Square footage

Bdrms = Number of bedrooms
Colonial = 1 if home is colonial style

The dataset Regression.sav for the following test can be found in the downloaded zip folder (see top of document). It is
somewhat backward to start from some variables that you have, so now we pretend that we start from the top of our step-
by-step list:

Step 1: Problem statement: What determine the traded price on a residential house?

Step 2: There are of course many more relevant variables than the five we have access to, but wewill have to do with
these. The dependent variable isprice, and the remaining four variables arethe regressors. The variables price, lotsize, sqrft
and bdrms are all ratio scaled (even thoughbdrmsis discrete).Colonialis a dummy variable, so it a nominal. In this example
all the regressors are actually variables of interest. Below are plots of the dependent variable against the regressors. We
both do plots in levels and for the cases were it make sense we also try log-arithmic versions. The scatter/dots can be per-
formed under Graphs => Legacy Dialogs => Scatter/Dot:

B0

e00—{ o

price
Iprice

o

8

oo o0

0o o

200 co 2 G2

4 Simple linear regression: Keller (2009) ch. 17. Multiple regression: Keller (2009) ch. 18
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For the variables bdrms and colonial we do a boxplot since they are not interval scaled. The box plot can be performed
under Graphs => Legacy Dialogs => Boxplot.
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Step 3: Based on the plots and a wish to work with elasticities whenever possible we could startwith the following regres-
sion equation:

Ipricei=B0+p 1llotsizei+[21sqrfti+f3bdrmsi+B4coloniali+ei

It would actually make sense to expand this model with quadratic terms of at leastbdrms. In theory and from the prelimi-
nary plot we should have the feeling that there should be decreasing returns to the number of bathrooms one puts into a
house,

Ipricei=B0+S 1llotsizei+[2Isqrfti+f3bdrmsi+B4bdrms2i+S5coloniali+ei

Step 4: to estimate the model using OLS, and get the output and save the variables we have to go to Linear Regression,
which can find under Analyze => Regression => Linear. The following window will appear.

£if Linear Regression @

Dependent:
& price hnd |$ lprice |
§ belrts Block 1 of 1

Intzize

& =grit head
é}) colonizl Independent(=):
& lassess & lintsize
& lietsize & Izt
& lsort & burms2
& hdrms2 f bdrms

&) colonial

hethod: Erter =

Selection ‘ariable:
| |

Caze Labels:

|
LS Wizight:

(o (oste ) (eset ) (cancet | rem |

¢ In Dependent you insert the dependent variable (left hand side), which in our example is the variable: Iprice.

¢ The independent explanatory variables (left hand side) are to be inserted in the Independent(s) box. (llotsize,
Isgrft, bdrms2, bdrms and colonial).

e Method is used when eliminating the independent explanatory variables automatically (either stepwise, remove
or backward method), based on a given significance level in a multiple regression. This is not done by default.

e Selection variable is used to limit the analysis to include only the observations, which have a given value for a giv-
en variable.
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By selecting statistics we get the following window.

848 Linear Regression: Statistics

Regreszion Coefficients E' wodel fit
@ Estimates EI R sguared chanoe
EI Confidence intervals EI De=zcriptives

EI Part and partial correlations

[ covariance matrix v ECDI_Iinear'rt-f diagnos:tics:i

Residuals

[l Durbin-atzon
[

| Cazevvize disgnostics

[Cnntinue][ Cancel ][ Help ]

Here we have make sure to tick the collinearity diagnostics, since we are going to use it in assumption discussion, then
click continue.

By selecting Plots we get the following window.

inear Regression: Plots

DEREMDMT Scatter 1 of 1

*ZPRED

*ZRESID

*DRESID i

*2DJPRED | |
*SRESID "

*SDRESID |_ |

Standardized Residual Plots = .
["] Produce all partial plots

@ Histagram
@ Martmal probability plot

[Continue][ Cancel ][ Helg ]

Here it is important to tick Histogram and Normal probability plot. This is as well going to be used in the assumption discus-
sion. Continue has to pressed when this is done.
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By selecting Save, we get the following window.

£if Linear Regression: Save @

Predicted Yalues Residuals
-f Unstandardized | Unstandardized
[] standardized \
[ Adjusted [] studertized
5 E. of mean predictions Deleted

| Studertized deleted
Distances Influence Statistics
[] Mahalanokis [7] DiEetars)
[ cook's [7] standardized DiBetas)
[] Leverage values ["] DFit
Prediction Intervals [ standardized DfFi
Mean Incivicual | Covariance ratio
Confidence Interval: g

Coefficient statistics

[7] creste cosfficient statistics
@

Export model information to XML file

| | [Broﬂse...]

[of] Include the covariance triatriz

[CDrﬂinue][ Cancel ][ Help ]

In Predicted Values the Unstandardized has to be ticked and in the Residuals the Standardized has to be ticked. Then click
continue.

Now we can perform the test. Click ok and the following output appear.

Coefficients®
Standardized
Unstandardized Coefiicients Coefficients Collinearity Statistics
Miode] B Std. Error Beta 1 Sin. Tolerance WIF
1 (Constanty - 947 679 -1.395 167
llotsize 61 038 289 4,285 .0oo 854 1.118
Izt 720 052 B13 7842 .0o0 BY2 1.487
bdrms2 029 016 B46 1.825 072 033 30,432
bdrms - 206 131 -570 -1.576 119 031 31.836
colonial Rulat:] 045 04 1.5149 133 876 1.142

a. Dependent Variahle: Iprice
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Before you even consider the significance of the individual regressors you must investigate whether the design criteria are
satisfied. We now consider the design criterion that needs attention.

15.1 Test of design criteria
SPSS can be used to evaluate the design criteria’s given by the regression model:

D1. Zero mean: E(ei) = 0 for all i.

D2. Homoskedasticity: var(ei) = 02 for all i.
D3.Mutually uncorrelated: and ej uncorrelated for all T = 1.

D4. Uncorrelated with x1, ..., xkj: ei and xj1, ..., xjk are uncorrelated for all i and j.

D5. Normality: ei ~ i.i.d. = N(0, ¢2) for all i.

15.1.1 Zero mean: E(&i) =0 for all i.

Always satisfied with a constant term in the model. Intuitively, the constant term equals the fixed portion of the dependent
variable that cannot be explained bythe independent variables, whereas the error term equals the stochastic portion of
the unexplained value of the response.

15.1.2 Homoscedasticity: var(si) =¢ 2 for all i.

One should make scatter plots of the residuals against the regressors. This can be quite lengthy, so a shortcut is just to plot
the residuals or the squared residuals against the predicted values. If the residual variation changes as we move along the
horizontal axis then we should be concerned. However, in most cases we need not worry about heteroscedasticity if we
mechanically use robust standard errors. In general it is useful to compute both the OLS and the robust standard error. If
they are the same then nothing is lost in using the robust one; if they differ then you should use the more reliable ones that
allow for heteroskedasticity.

First we plot the residuals or the squared residuals against the predicted values, i. Graphs => Legacy Dialogs => Scat-
ter/Dot

400000 .

2.00000

Standardized Residual

-2.00000

-4.00000

T T T T T T T T
500000 520000 540000 560000 580000 600000 620000  6.40000
Unstandardized Predicted Value
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If we ignore the two outlying observations (marked with red in both plots) then there are no sign of heteroskedasticity. Still,
these outliers could affect the results both in terms of the estimated coefficients and their precision. To further check for
heteroskedasticity we compute the robust standard errors below. This can be done under Analyze => Generalized Linear
Models => Generalized Linear Models. The following window will appear.

£if Generalized Linear Models E‘

Type of Model | Response  Predictors | Model | Estimation  Statistics | EMMeans  Sawe  Export

Choose one of the model types listed below or specity a custom combination of distribution and link function.

& sceleResponse ,{l Ordinal Response
@ Linear © Ordinal logistic
(@] Gamma with log link @ Ordinal probit
M counts O® Binary Response or EventsiTrials Data
Q Poiz=on loglinear @ Binary logistic
©) Megative binomial with log link © Binary prokit
% Mo @] Interval censored survival

@ Twweesie wih log link

© Tuveedie with idertity link

% Custam

@ custom

G0)

In Type of Model we have to make sure that Linear is ticked. This is normally done by default. Next we have to go to the
Response tab.

& Generalized Linear Models, El

Type of Model  Response  Prediclors | model  Estimation | Statistics  EMMeans  Sawe  Export

“ariables: lﬂ Factors:
gﬁ’ price
f lotsize
&9 srit
&9 lassess -
gﬁ’ Unstandardized Predicted Yalue [PRE_1]
f Standardized Residual [ZRE_1]
Options...
K Covariates:
& lotsize
& hirms2
&9 Iyt
f bdrms
&) colonial
Offzet
@ variable
Offzet Wariahle:
] Fixed value
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Lprice has be moved to the dependent variable, this simply done by marking Iprice and then click on the arrow.

ear Models

ITypa of Motz ” Response H Predidorsl Iacie! [ Estimation H Statiztics H EM Meansl Save  Export

Specify Model Effect:

Factors and Covariates: Wodel

|£ lletzize llotsize

Ii bdrms2 bdrms2

E lsqrft |zt

Ii barms Build Termiz) bdrms

K colonisl B2 kolnnial ‘

Main effects =

Mumber of Effects in Model. 5
Build Mested Term

Term:

Eiy * (thing A to Madel Clear

m Include intercept in model

Ok Paste Reset Cancel Help

In the Predictors tab all the explanatory variables has be moved to the Covariates box.

Generalized

Type of Model ”Respunse HPred\c‘tUrs\ Model | Estimation | Stgtistice  EMMeans | Save | Export

rParameter Estimation

Covariance Matrix

Method Hhyloric -
= © Model-based estimator
. . . . (@} Robust estimator
Maximum Fisher Scoring ferations: 1
|| Getinttial values for parameter estimates

Seale Parameter Methoct | waximum likelihood estimate = from a datazet

ol b Initial Valugs...

rtteration:

Mazimum terstions: 00

! Check for separation of data points

Maximum Step-Halving: |5 Starting teration: |20

Convergence Criteria

At least one convergence criterion must be specified with a minimum grester than 0.

Mlinimuim: Type:
Change in parameter estimates |1E-006 Absolute W
l Change in log-likelihood Absolute
! Hessian convergence Absolute ™

Singularity Tolerance:

I oK Paste Reset Cancel Help




In the Model tab we define the model, this means we have to move all the explanatory variables to the model. The type

has to be Main effects.

Introduction to SPSS 19.0

In the Estimation tab, the Robust estimator has to be ticked.

£ Generalized Linean Models

Type of Model  Response  Predictors  Model | Estimation | Statistics | EM Means | Save | Export

Model Effects

Analysizs Type: | Type I

Chi-zguare Statistics
@ il
© Likelihood ratio

Log-Likelihood Function: Full bt

Confidence Interval Level (%)

Confidence Interval Type
@ g
© Profile likelihood

Prirt

1 Egase Processing summary

| Descriptive statistics

| Model infarmation

| Cortrast coefficient (L) matrices

| General estimable functions

| teration histary

|
Analytics Group

| Goodness of fit statistics
| Model summary statistics
< Parameter estimates
| Include exponertial parameter estimates
| Covariance matrix for parameter estimates

| Correlation matrix for parameter estimates

(Cox_) (gaste ) (moset ) (cance) [ iem )

In the Statistics tab, we only want the Parameter estimates to be ticked. It can be found under Print.
Now we are ready to perform the test, this is done by pressing ok. The following output appears.

Parameter Estimates

95% Wald Confidence Interval Hypothesis Test
Paramete Wald Chi-
r =] Std. Error Lower Lipper Sguare of Sig.
(Intercept) -847 754549 -2.4249 634 1.5870 1 210
colonial 068 0472 -.0z24 JE1 2.081 1 149
llotsize 61 0401 082 240 16.116 1 .0oo
Isgrft 20 0934 A2T 13 53.812 1 .0oo
bdrms -.206 1404 -.481 .0E9 2147 1 143
bdrms2 029 0176 -.0086 063 2614 1 06
(Scaled 14

Dependent Variable: [price
Madel: {intercept), colonial, lotsize, Isgrt, bdrms, bdrms2

a. Fixed atthe displaved value.
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In this table we are only interested in the standard errors (the coefficient estimates should be identical to those we got

above, if they are not there is a bug somewhere), below we present them next to the ones from the OLS output:

B Std. Error HRSE
Constant -0.9470 0.6790 0.7559
llotsize 0.1610 0.0380 0.0472
Isqrft 0.7200 0.0920 0.0401
bdrms -0.2060 0.1310 0.0984
bdrms2 0.0290 0.0160 0.1404
colonial 0.0680 0.0450 0.0176

Since there are virtually no difference, the design criteria Homoskedasticity: var(ei) =2 for all i, is fulfilled.

15.1.3Mutudlly uncorrelated: and ej uncorrelated for all /= /1

This assumption is typically only problematic in connection with timeseries data, since we normally only work with cross-
sectional data, this assumption is fulfilled. Independence in the error term will be fulfilled if the data is collected randomly
(so the sampling procedure should be the main focus, since there is no natural order of the observations).

15.1.4 Uncorrelated withx1, ..., xkj: €i and xj1, .., xjk are uncorrelated for all i and j.

Again one should make scatterplots of the residuals against the regressors or the predicted values, i. If we find some kind
of systematic pattern then we should try to expand the model to account for this. Possible solutions are to include omitted
regressors or to alter the functional form. Another approach is to use so-called instrumental variables, a technic that we will
not work with. The scatter/dot has already been created 15.1.1.2. But it looked as follows.

Parameter Estimates

95% Wald Confidence Interval Hypothesis Test
Faramete Wald Chi-
[ =] Std. Error Lot pper Sguare df Sig,
(Intercept) -847 754849 -2.4249 534 1.670 1 210
colonial 068 0472 -.0z24 JE1 2.081 1 149
llotsize 61 0401 082 240 16.116 1 .0oo
I5orft 720 0934 A2T 13 53812 1 .0oo
bdrms -.206 1404 -.481 .0E9 2147 1 143
bdrmsz 029 0176 -.00& 063 2614 1 06
(Scaled 14

Dependent Yariable: lprice
mModel: {Intercepty, colonial, llotsize, [sgrft, bdrms, hdrms?2

a. Fixed at the displayed value.

As you can see, it doesn’t look like there is any pattern. Therefore the assumption is fulfilled. This is though the quick and
dirty way to do it. The right approach is to make scatterplots of the residuals against the explanatory variables.
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15.1.5 Normality: €i ~ i.i.d. - N(0, 62) for all i.

If we have more than 100 observations, then we rarely care. The CLT ensures that in large samples the coefficient esti-
mates are approximately normally distributed, and this holds for almost any choice of distribution for &i. Still, it is very simple
to make a histogram, P-P plots etc. that compares the residual distribution to the normal distribution. In small samples
where the normal assumption fails to apply, we simply state this and note that the conclusion is to be taken lightly.

Since we already have created a pp-plot and histogram for Y. (This was created in the plots option, when we did test, see
15.1). The graphs we get looks as follows.

Dependent Variable: Iprice

Dependent Variable: Iprice
40 10

069
309

Frequency
=
1
Expected Cum Prob
=
T

109

Regression Standardized Residual Observed Cum Prob

As it can be seen there is normality and the assumption is therefore considered fulfilled.

Step 5: Now with a model that approximately satisfies the design criterion, we can progress to simplify the model. There
only seem to be serious multicollinearity to the bedroom terms. This can be seen in the output we had earlier in this chap-
ter, but to make it easier for you, we have it shown below.

Coefficients®
Standardized
Unstandardized Coefficients Coefficients Collinearity Statistics
| bodel B Std, Ermar Beta i Sig, Tolerance WIF
1 (Constant) -.947F B7a -1.395 ABT

liotsize 61 03g 289 4.255 000 G94 1.118
lsqrit 720 09z B13 T.842 oo 672 1.487
bdms2 029 016 G646 1.825 072 033 30,432
bdms = 206 AN =570 =1.576 119 0z 31,836
colanial 063 045 104 1.519 [ 133] B76 1.142

a. Dependent Varable: lprice

We have to look at the collinearity statistics and then at VIF (Variance Inflation Factor). The basic rule is that, if VIF is higher
than 5. This is the case with the variables bedrms? and bdrms.
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Before we do anything with the variables bedrms? and bedrms, we will remove the variable colonial from the model. (It
has the highest significance level). By re-estimating the model we get the following outpuit.

Coefficients™
Standardized
Unstandardized Coefficients Coeflicients Collinearity Statistics
Model B Std. Errar Beta t Sig. Talerance WIF
1 (Canstant) -a41 Ba4 -1.3%4 73
llotsize 62 038 291 4,254 Rilili] 804 1.118
[t roa 09z 604 7.6an Rilili] BTE 1.4749
bdrms2 024 016 Rty 1.672 20 034 29802
bdrms -.1649 28 -442 -1.247 216 033 30102

3. Dependent Variahle: lprice

Before you can consider the significance of the individual regressors you normally have to investigate whether the design
criteria are satisfied. In this case we will ignore it, and consider the design criteria’s as fulfilled.

Now, the question is whether we should remove the bedroom terms. This is a hard question to answer based on the p-
values only. The best approach we have is to estimate models with and without bdrmsi and/or bdrms2iand compare the
adjusted R? from these models. The adjusted R? for the model:

lpricei=B0+B 1! lotsizei+[2lsqrfti+B3bdrmsi+B4bdrms?i+(equation 1)

is 0.637. The adjusted R? can be seen in the model summary.

Model Summan/®

Mode Adjusted R Std. Error of
| F F Square Sruare thie Estitnate
1 B0a2 hA53 E37 18301
a. Predictors: (Canstant), bdrms, llotsize, =g, bdrms2
h. DependentWariable: lprice
Excluding the variable bdrms? we get
Coefficients®
Standardized
Unstandardized Coeflicients Coefficignts Collinearity Statistics
Mogel B Std. Error Beta 1 Sig. Tolerance WIF
1 (Constant) -1.287 B51 -1.8452 .0a0
llotsize 168 038 301 4388 .ooo .03 1.107
Isort oo 0493 A48T T.840 .0ao 6749 1.473
bdrms 037 028 02 1.342 183 F3n 1.370

a. Dependent Variahle: lprice
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Model Summan/®

and the adjusted R? for the model is 0.630. In the model it is clear that bdrms is not significant, if we remove it we get

Mode Adjusted R Std. Errar of
| R R Square Souare the Estimate
1 .anz4 643 B30 18460

a. Predictors: (Constant), bdrms, llotsize, 1sgrit

h. Dependent Variahle: lprice

Coefficients®
Standardized
Unstandardized Coefiicients Coeflicients Callinearity Statistics
iodel B Std. Error Beta 1 Sig. Tolerance WIF
1 (Constant) -1.640 E02 -2.725 .ong
llotsize J6g 038 30z 4,380 .onan 803 1107
|5 gt B2 081 Ea0 0425 Jujuli] 403 1.107

a. Dependent Variable: Iprice

Model Summan®

Mode Adjusted R Std. Error of
| R R Sguare Square the Estimate
1 rara Fi35 H2T 18547

a. Predictors: (Constant), 1sgr, llotsize
h. Dependent Yariable: lprice

and the adjusted R? for the model is 0,627.So comparing to this to the model with both bdrms and bdrms?i we only lost
about 1 percent of explanatory power. This is very little so it seems correct to remove bdrmsi and bdrms?.

Step 6: We are left with a constant elasticity model. A 1 % increase in lotsize increases the priceof a house by 0.17 %. A 1 %
increase in sqrft increases the price of a house by 0.76 %.

15.2 Further Topics

15.2.1 LM test for Heteroscedasticity

There is said to be heteroscedasticity if the assumption about constant variance for the residuals is broken. Meaning var(ei)
is not constant. The test is performed by testing whether the residuals raised to the power of 2 are related to any of the var-
iables in the model. This means that you should make a regression model where you try to explain the squared residuals
by different transformations of the original explanatory variables. To be able to do this you need to make new variables in
the dataset one more time. In our example these would be: (residual)? and the explanatory variables raised to the power
of 2 (Your weight 2) by the following transformation: Select Transform => Compute and a window like the one below will
show:
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§i& Compute Variable @

Target Variable: Mumeric Expression:
e 2 _ |ZRE_1%3]
Type & Lakel...
f price «
f hdrms p—
unction group:
g& lotzize e
Al -
6& =qrit + < = T
& : Arithmetic
&b colonisl
& Iprice D = [I] @ CDF & Mancentral COF
5& Conversion
lazzess .
i B[es
Date Arithmetic
o @l el - 5
y blrma? Diate Creation =
& lliotsize? Functions and Special Vatiables:
===
f |zgrt2
& horms22
& borms222
f colonial2
f Unstandardized Predic...
f Standardized Residual ...
[opﬁonal case selection condition)
[ OK ][ Paste ][ Reset ][Cancel][ Help ]

In the field Target variable you enter the name of the new variable - Residuals2. The variable ZRE_1 is raised to the power
of 2 and you press “OK”. As explained earlier this needs to be done for all the explanatory variables and residuals.

These new variables need to be included into a regression model one more time with the following look:

e? =0 + B1* llotsize + B2* llotsize?+ P3* Isqrft + B4* Isqrft? + B5 * bdrms? + B6 * bdrms2? + B7 * bdrms+ B8 * bdrms? +9 * co-
lonial + B10 * colonial? + &i

The model needs to be estimated to get the R%-value since it is to be used in the n* R? test. This number will then be evalu-
ated in the y2-distribution with k-degrees-of-freedom where k is the number of explanatory variables in the regression
model. In our example k equals 10.

15.2.1.1 Output

Model Surnmary”
mMode Adjusted R Std. Errar of
| R R Square Souare the Estimate
1 L2604 0BT - 027 2. 28352

The R% is 0,067, we now have multiply it with n, in this case 88. We then get a X?obs = 5,896, since this is lesser than the
critical value on 19,31. This means that we cannot reject that there is homoscedasticity.
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15.2.2 WLS
WLS (weighted least squares) is used when there is heteroscedasticity and one knows which variable that causes the
problem.

In the following it will be assumed that it is the square feet variable that causes the heteroscedasticity and the variable
Isgrft will therefore be used as weight in the WLS model. First step is to make a variable that can be used as square feet in
this example the weight should be:

1
Isqrft (

can be made in the compute menu).

Now it is possible to make the WLS model. This is done in the same way as normal OLS regression by choosing Analyze =>
Regression => Linear. The only change is that under WLS Weight the variable that one just constructed should be added
as shown below (the variable is in this example called Square_feet).

&5 Linear Regression @

Dependent: —
& price had | & lrice |
& brms Block 1 of 1
y o i Options
% celanil Independert(=):
f lazzess & P
& lotsize S ot

& rsurt & b2
& hurms2 & brms

& Unstandardized Predicted .
47 Standardized Residusl [ZR...

Methock: Enter hd

Selection Variahle:

Case Labels:

WLS Wieight
-» |.f Squared_feet |

[ Ok ][ Pazte ][ Reset ][Cancel][ Help ]

The model can be used to evaluate if the different independent variables are significant, as the heteroscedasticity has
been taken into consideration. One should remember that the interpretation of the new parameter estimates should be
based on the OLS model, as the WLS models are only used to evaluate the size of the parameter estimates and whether
these are significant.
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16. Logistic Regression

When one has a binary variable as dependent variable, it is not possible to use the normal linear regression as described
in the previous section. A binary variable only has to values (0 and 1) this could for example indicate yes/no or
male/female. As the value only has two possible values a logistical transformation is made so the result is representing a

probability. The following example will be based on the dataset logistic.sav and can be found in the down-loaded zip
folder (see top of document)

This dataset concerns unemployment in 1990. In the regression model one wishes to find out how the probability of being
unemployed in 1990 depends on a number of variables. The model is:

Ln(li) = [, + f,age+ S, province + Sedu
—7T

Where 1t is the probability of being unemployed in 1990 i.e. getting a value of 1.

16.1 The procedure

In SPSS the model can be made under: Analyze => Regression => Binary Logistic. And the be-low shown window should
appear. The dependent variable should be put in the box Dependent, in this example the variable unem90, which has the
value 1 when you are unemployed in 1990 and 0 if you had a job in 1990. The independent variable should be put in the
box Covariates, in this example age, province and education. If one wants to include an interaction term this can be done
by marking two variables at the same time and then pressing the but-ton>a*b>.

&3 Logistic Regression @
Dependent: Categorical...
- - — s ]

Save...
& age Block 1 of 1 —
d:l province Options...
E[I educatio LIS
ol puiic Covariates:

age

« province
educstio

tethod: | Erter -

Selection Variakle:

2 |

(Cox) (esste) (eset ) (canem)) (e )
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16.2 The output

The test gives the below shown output. The first table "Omnibus Tests...” is a test of the whole model like the F-test in linear
regression. By looking in the row Model one can see the chi-square value, degrees of freedom and the p-value.

Omnibus Tests of Model Coefficients

Chi-square df Sig.
Step1l Step 161,093 3 ,000
Block 161,093 3 ,000
Model 161,093 3 ,000
Model Summary
-2 Log Cox & Snell Nagelkerke
Step likelihood R Square R Square
1 2125,8272 ,074 111

a. Estimation terminated at iteration number 5 because
parameter estimates changed by less than ,001.

Variables in the Equation

B S.E. Wald df Sig. Exp(B)
Step age -,044 ,005 70,423 1 ,000 ,957
1 province ,700 ,119 34,538 1 ,000 2,013
educatio -,169 ,022 57,977 1 ,000 ,845
Constant 1,844 ,349 27,894 1 ,000 6,322

a. Variable(s) entered on step 1: age, province, educatio.

In the last table the coefficients for each of the variables can be seen and under the column sig. the p-value is shown and
one can see that all the variables are significant and we get the following model:

Ln(li) —1.844—0.044age + 0.7 province — 0.169edu
— T

The last column Exp(B) shows the odds ratio for each variable which is the change in the odds when the independent var-
iable is changed by one unit.
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17. Test for Homogeneity and independence®

The two different tests are applied, when you want to test the interaction between a number of data sets of nominal scale.
The purpose of both tests is to test whether you can determine, that the outcome in one group or category is determined
by the outcome in another group or category.

The best way to get a general view of the dataset is to make a table of frequencies. On the basis of this table, the test is
similar to examine whether there is a connection between the count in the rows and columns.

Both tests are nonparametric, and can be solved by Analyze=> Nonparametric test in SPSS.

17.1 Difference between the tests

There are a number of differences between the two tests. First of all, the test for independence focuses on 2 variables in
one sample. For instance the independence of sex on a specific education (this is the example we use below).

The test for homogeneity, focuses on whether the proportion of one variable is equal to 2 or more different
groups/samples. One example of this is the interaction between the results of several different independent surveys.

The two tests have different assumptions, these will be dealt with in section 16.5.

The differences are mainly theoretically, when put into practice there is no difference, since both the y2-observator and
the SPSS procedure are similar. The only practical difference is therefore the tested hypothesis. The difference is as follows:

H, : No difference among the machines
H, : At least two are not equal

17.2 Construction of the dataset

Prior to running the test in SPSS, it is important to ensure that the dataset is “built” right in the data view. If the dataset is not
constructed in one of the following two ways, the output will be wrong.

In the example to the left, each respondent is shown as a separate row, which means that the number of respondents
equals the number of rows in the dataset. On the picture to the right, each row is equal to the different possible outcomes
arespondent can belong to.

hald sp hold sp01 Count
1 BA int Iale 1 H41-B Female 40,00
2 HAT-G Female 2 HAT Male 103.00
3 HA7-10,dat Male 3 HAZ-10,dat Ferale 40.00
e B3cB Male 4 HAZ-10 dat hale 50.00
: BH::'; Fex::: 5 BAM  Female 55.00
7 BA int Fernale B BA int Male G7.00
a BA int Femnale 7 Hebs jur Female 54.00
g HAI-E Male g He, jur flale 56.00
10 HA, jur hale g BSc B Female 45,00
11 BScB Male 10 BSc B hale 42.00

5 Keller (2005) ch. 16,E281 ch. 12.1.1 and 12.1.2, and E282 ch. 7.
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The variable count states the number of respondents in each group. If your dataset is constructed as in the first (left) exam-
ple, you are ready to start the actual analysis. If, on the other hand, your dataset is constructed like on the picture to the
right, you need to weight the dataset by the count variable. Weighting the dataset can be done by selecting Data =>
Weight cases and the following screen will appear:

#if Weight Cases X]

& Your mother's heig.. © EID MESEE I GRS

-
ﬁ Your father's height ... 1@ Weight cases by

& Drinks (Genstande)... Frequency Yariable:
ﬁ Average marks (Ka... m | ﬁ Court

&) Social order [sp10]
&5 Social justice [2p11]
&) Belong to somehod. ..
& Set-realization [sp13]
&) Fun and joy inlife [=... = | Currert Status: Do not weight cazes

(ox ) (pate ) (zoset ) (cancet) [ )

Choose Weight cases by and click the Count variable into the Frequency variable field. The dataset is now prepared for
the test.

17.3 Running the tests

We will now show an example of a test for independence, which uses data from the survey Rus?8_eng.sav. The purpose
of the test is to examine whether there is any kind of interaction between the sex of the students and their chosen educa-
tion.

£ Crosstabs X

&5 Expect income > 300.00... & Sex [sp01]

&5 Party (omitted in the engli..
g? “our weight [sp04]
&’ “our height [3p05] Columni=):
g? Your mother's height [sp.. & Educstion [hold]
& wour father's height [5p07]

g? Drinks (Genstance), num...
&’ Average marks (Karakte. . Layer 1 of 1
&5 Social order [=p10]

&5 Social justice [spi1]

&5 Eelong to somehody [sp...
&5 Set-realization [sp13]

&5 Fun and joy in life [=p14]

gﬁ Count

[i Dizplay clustered bar charts

EI Suppress tables

(Lo (psste ) meset ) cancer 1 |
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In SPSS you can choose Analyze=> Descriptive Statistics=> Crosstabs and the above screen appears. The (2) relevant var-
iables must be moved to either Row(s) or Column(s) respectively. It is of no relevance for the analysis, which variables are
in Rows and Columns.

After selecting the relevant variables, you need to make some different selections. This is done with the buttons to the right:

e |[f statistics is chosen the screen below will appear. On this screen you have the opportunity to choose which test
statistics you would like to have in your output. Both tests uses the following y?-observator:

r C —
O, —E;
K ~ Lz E
i=1l j=1 ij
&if Crosstabs: Statistics E
Wicnsyare [ colations
Tomirial Crdinal
I___I Contingency coefficient I___I Gamma
I___I Phi and Cramer's % I___I Somers' d
I___I Lambda I___I kendall's tau-b
I___I Uncertainty coefficient I___I kendall's tau-c
Momiral by Interssl [ Kappa
[ Eta [ Risk
I___I Mckemar
I___I Cochran's and Mantel-Hasnszel statistics
[Corﬂinue][ Cancel ] [ Help ]

You can choose this observatory by marking Chi-square and then press ‘Continue’. If the ‘Cells..” button is chosen, you can
select which informations /statistics needed in the output. The screen plot below shows the different options. The most
commonly selected are Ob-served and Expected, if these are chosen, the respective values are shown on the output. The-
se two values are used to compute the y?-observator. Furthermore Standardized in the Residual box (compare to +1,96)
has to be selected. When the desired options are selected, press ‘Continue’.

£ii Crosstabs: CellDisplay @

Counts
[V Ohserved

Percerntages Residuals

[ Rowe [] Unstandardized

[ Column [ standardized

[ Total [7] Adjusted standardized
Moninteger Wisights

@® Round cell counts © Round case weeights
© Truncate cell counts © Truncate case weights
C Mo adjustments

[Continue][ Cancel ][ Help ]
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SPSS will now return to the ‘Crosstabs statistics’ dialog box, and if you have made all the desired selections, press ‘OK’ and
SPSS will start the analysis.

17.4 Output

If the analysis is run, with the selections shown above, the output will look like the one below. The screen plot below will be
basis for further interpretation.

Sex * Education Crosstabulation

Education
HA1-6 HA7-10.dat BA int HA jur BSc B Total

Sex Female Count 53 47 36 27 10 173
Expected Count 58,9 54,8 26,2 21,7 114 173,0

Std. Residual -8 -1,0 1,9 11 -4
Male Count 102 97 33 30 20 282
Expected Count 96,1 89,2 428 35,3 18,6 282,0

Std. Residual 6 8 -1,5 -9 3
Total Count 155 144 69 57 30 455
Expected Count 155,0 144,0 69,0 57,0 30,0 455,0

The contingency table contains the information chosen in the previous section. The output contains another table, which is
shown below. This table contains the test statistics, being the y2-observator and the p-value. Of the different values, always
focus on the Pearson Chi-Square value.

Chi-Square Tests

Asymp. Sig.
Value df (2-sided)
Pearson Chi-Square 10,9928 4 ,027
Likelihood Ratio 10,806 4 ,029
Associaton 3,000 L 083
N of Valid Cases 455

a. 0 cells (,0%) have expected count less than 5. The
minimum expected countis 11,41.

In this analysis we get a test value of 10,992 which equals the sum of the squared standardized residuals; (-0,8)2 + (-
1,0)2+1,92+..= 10,992

The corresponding p-value, that is P(}(f >10,992) is 0,027.

On basis of the normal a-level of 0,05, the HO hypothesis is rejected, and the conclusion is therefore that there is depend-
ence between sex and the selected education.
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When doing either a test for independence or a test for homogeneity, it is important to continue the analysis, to establish
what caused the conclusion. In this case to find out where the dependence is. To evaluate this, we focus on the standard-
ized residuals from the first table. The standardized residuals are calculated by the following formula:

0, -E,
E.

1)

SR; =

That is the difference between the observed and expected values divided by the square root of the expected value.

By looking at the contingency table, we find the largest value to be 1,9 with the girls on BA (int). This indicates that there
are significantly more girls on this education, compared to a situation where there is independence. The second largest
value is -1,5, this value shows that there are fewer boys on BA (int) than expected, if Ho was true.

The final conclusion of our analysis is that between the two observed variables, there is a certain degree of dependence.
The primary reason for this dependence is the high number of girls on BA (int) and thereby the less number of boys. There
is though none of the dependencies which are significant, because all the std. residuals < | 1,96/ This is quite unusual be-
cause the rejection of Ho often means, that there exist at least one significant dependency where the std.res > |1,96].

17.5 Assumptions

One assumption for using a y?-observator is that the distribution can be approximated to this. If the two different non par-
ametric test has to be approximated to this distribution, one of the assumptions is that the expected value in each cell Ejj is
greater than 5. Whether this assumption is fulfilled can be seen from the contingency table in the previous section. In this
example, the smallest expected value is 11,4, and the assumption is therefore approved.

If the assumption is not approved, that is if there are cells with an expected value less than 5, the approximation cannot be
accepted. If this happens, you need to merge some of the different classes, so that the assumption will be accepted. For
further information on how to merge different classes see section 4 on data processing.

The last assumption for the two tests is that the variables follow either a k-dimensional hypergeometric distribution or a
multinomial distribution. These two distributions are similar to respectively the hyper geometric - and the binomial distribu-
tion, they just have more than two possible outcomes.
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18. Factor

The following presentation and interpretation of Factor Analysis of the results are based on:

e "Videregdende dataanalyse med SPSS og AMOS”, Niels Blunch 1. udgave 2000, Sy-stime. Chp. 6, p. 124-155
e "Analyse af markedsdata”, 2 rev. Udgave 2000, Systime. Chp. 3, p. 87-118
e Hair et.al. (2006): Multivariate Analysis 6th Ed., Pearson, kap. 3

18.1 Introduction

Factor analysis can be divided into component analysis as well as exploratory and confirmative factor analysis. The three
types of analysis can be used on the same data set and builds on different mathematical models. Component analysis
and exploratory factor analysis still pro-duce relatively similar results. In this manual only component analysis is described.

In component analysis the original variables are transformed into the same number of new variables, so-called principal
components, by linear transformation. The principal components have the characteristic that they are uncorrelated, which
is why they are suitable for further data processing such as regression analysis.

Furthermore, the principal components are calculated so that the first component carries the bulk of information (explains
most variance), the second component carries second-most in-formation and so forth. For this reason component analysis
is often used to reduce the number of variables/components so that the last components with the least information are
disregard-ed. Henceforth the task is to discover what the new components correspond to, which is exemplified below.

18.2 Example

Data: Faktoranalysedata.sav from the downloaded zip folder (see top of document)

The following example is based on an evaluation of a course at the Aarhus School of Business. 162 students attending the
lecture were asked to fill out a questionnaire containing various questions regarding the assessment of the course. Each of
the assessments were based on a five point Likert-scale, where 1 is “No, not at all” and 5 is “Yes, absolutely”.

The questions in the survey were:

Question Label name

Has this course met your expectations? Met expectations

Was this course more difficult than your other courses? More difficult than other courses
Was there a reasonable relationship between the amount Relationship time/Benefit

of time spent and the benefit de-rived?

Have you found the course interesting? Course Interesting

Have you found the textbooks suitable for the course Textbooks suitable

Was the literature inspiring? Literature inspiring

Was the curriculum too extensive? Curriculum too extensive

Has your overall benefit from the course been good? Overall benefit

The original data consists of more assessments, but these have not been included in the example.
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The purpose is now, based on the survey, to carry out a component analysis with a view to reduce the number of assess-
ment criteria in a smaller number of components. Furthermore, the new components should be examined with a view to

name them.

18.3 Implementation of the analysis

Component analysis is a method, which is used exclusively for uncovering latent factors from manifest variables in a data
set. Since these fewer factors usually form the basis of further analysis, the component analysis is to be found in the follow-

ing menu:

[DataSet1] - PASW Statistics Data Editor

ransform

Analyze  Graphs  Uilities

Add-ons  Window

Help

Reports 3 £ - rd

3 i Descriptive Statistics 3 Eﬁ [‘@ % é‘

| Tables »

E[ Compare Means P llit_insp " pansum " udbytte ”
40 General Linear Model 3 30 3n 40
50 Generalized Lingar Models — » 30 20 50
3.0 Mized Models » 3 3.0 40
50 el 2 20 50 20
a0 Regression » 20 a0 10
40 Laginear ' 10 40 20
50 Classify » in a o
4'0 Dimension Reduction » ‘l\. Factar...
4 :I:I eege } e E Cortespondence Analysis...
40 Ez:;’;::”c Tests : ) Optimal Scaling..
20 Survival > 40 20 40
40 Multiple Response 3 10 30 3D
&p Missing Valug Analysis... 20 40 30
30 Muittiple Imputation 3 20 30 20
3n Quality Cortral » 30 3n 3p
38 ROC Curve... 20 40 e
40 Amos 16... an 30 30
40 T T o 10 a0 20

This results in the dialogue box shown below. The variables to be included in the component analysis are marked in the
left-hand window, where all numeric variables in the data set are listed, and moved to the Variables window by clicking
the arrow. In this case all the variables are chosen.

g2t Factor Analysis

Wariahles:

:g& Faget relevant [rele...

f Faget sveaert [sveert]
& Tid itt. udhytte ftid_..
& Faget speendende ..

‘g@ Egnede l=rebager [ ...
g& Inzpirerende litterat...
& Pensum for stort [p...

.

-

Selection Yariahle:

[ CK ” Pazte H Reset ”Cancel” Help ]

Optionz.
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It has now been specified, which variables SPSS should base the analysis on. However, a more definite method for per-
forming the component analysis has yet to be chosen. This is done by means of the Descriptives, Extraction, Rotation,
Scores and Options buttons. These are de-scribed individually below.

18.3.1 Descriptives
By clicking the Descriptives button the following dialogue box appears:

tai Factor Analysis: Descriptives [z|

=tatistics
["] Univariste descriptives
[ Iritizl =olution

riCarrelstion Matrix

[ Coefficients [ Inverse
|:| Significance levels |:| R o

[ Determinart [+

m KO ancd Bartlett's test of sphericity

| Continue I Cancel Help

In short the purpose of the individual options is as follows:

Statistics

e Univariate descriptives includes the mean, standard deviation and the number of useful observations for each var-
iable.
e Initial solution includes initial coommunalities, eigenvalues, and the percentage of variance explained.

Correlation Matrix

e Here it is possible to get information about the correlation matrix, among other thing the appropriateness to per-
form factor analysis on the data set.

In this example Initial solution is chosen, because a display of the explained variance for the suggested factors of the
component analysis is desired. At the same time this is the most wide-ly used method. Anti-Image, KMO and Bartlett’s test
of sphericity are checked as well to analyze the appropriateness of the data analysis on the given data set.

With regards to the tests selected above, it may be useful to add a few comments. The Anti-Image provides the negative
values of the partial correlations between the variables. Anti-lImage ought therefore to be low indicating that the variables
do not differ too much from the other variables. KMO and Bartlett provide as previously mentioned measures for the ap-
propriateness as well. As a rule of thumb one could say that KMO ought to attain values of at least 0.5 and preferably
above 0.7 to indicate that the data is suitable for a factor analysis. Equivalently the Bartlett’s test should be significant, indi-
cating that significant correlations exist be-tween the variables.
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18.3.2 Extraction
By clicking the Extraction button the following dialogue box appears:

%it Factor Analysis: Extraction

tdethodk: |Principa| components b 4 |

rAnalyze Display
@ Correlation matrix [ Unrotated factor solution
(@] Covariance matrix E ot

rExtract

@ Based on Eigenvalue

Eigenvalues greater than: EI
© Fixed numker of factars
Factors to extract:

Maximum terations for Convergence:

[Corrtinue” Cancel ” Helga ]

This is where the component analysis in itself is managed. In this example it has been chosen to use the Principal compo-
nents method for the component analysis. This is chosen in the Method drop-down-box.

Since the individual variables of this example are scaled very differently, it has been chosen to base the analysis on the
Correlation matrix, Cf. a standardization is carried out.

A display of the un-rotated factor solution is wanted in order to compare this with the rotated solution. Therefore, Unrotat-
ed factor solution is activated in Display.

Since the last components do not explain very much of the variance in a data set, it is standard practice to ignore these.
This results in a bit of lost information (variance) in the data set, but in return a more simple output is obtained for further
analysis. In addition, it makes the interpretation of the data easier.

The excluded components are treated as “noise” in the data set. The important question is just how many components to
exclude without causing too much loss of information. The following rules of thumb for choosing the right number of com-
ponents for the analysis apply:

e Scree plot: By selecting this option in Display a graphical illustration of the variance of the components appears. A
typical feature of this graph is a break on the curve. This curve break forms the basis of a judgment of the right
number of components to include.

e Kaiser’s criterion: Components with an eigenvalue of more than 1 are included. This can be observed from the To-
tal Variance Explained table or the scree plot shown in section 8.4. However, these are only guidelines. The actual
number of chosen factors is subjective, and it depends strongly on the data set and the characteristics of the fur-
ther analysis.
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If the user wants to carry out the component analysis based on a specific number of factors, this number can be specified
in Number of factors in Extract. Last but not least it is possible to specify the maximum number of iterations. Default is 25.
This option is not relevant for this ex-ample, but for the Maximum Likelihood method it could be relevant.

18.3.3 Rotation
Clicking the Rotation button results in the following dialogue box:

£it Factor Analysis: Rotation [‘5__<|
rMethod
@) Mone @ Guiartima
@ %] Equamax
© Direct Chlimin © Promai
Defta: |0 Kappa |4
rDisplay

[ Rotated solution [] Loading plots)

Maximum terstions for Convergence:

[Cu:untinue” Cancel ” Help ]

In brief, rotation of the solution is a method, where the axes of the original solution are rotated in order to obtain an easier
interpretation of the found components. In other words it is assured that the individual variables are highly correlated with
a small proportion of the components, while being low correlated with the remaining components.

In this example Varimax is chosen as the rotation method, since it ensures that the components of the rotated solution are
uncorrelated. The remaining methods will not be further described here.

A display of the rotated solution has been chosen in Display. Loading plots enables a display of the solution in a three-
dimensional plot of the first three components. If the solution consists of only two components, the plot will be two-
dimensional instead. With the 12 assessment criteria in this example, a three-dimensional plot looks rather confusing, and
it has therefore been ignored here.

18.3.4 Scores

Now the solution of the component analysis has been rotated, which should have resulted in a clearer picture of the re-
sults. However, there are still two options to bear in mind before the analysis is carried out. By selecting Scores it is possible
to save the factor scores, which is sensible if they are to be used for other analyses such as profile analysis, etc. These fac-
tor scores will be added to the data set as new variables with default names provided by SPSS. In this example this option
has not been chosen, as no further analysis including these scores is to be performed.



| |
Introduction to SPSS 19.0 Analytics Group

18.3.5 Options
Treatment of missing values in the data set is managed in the Options dialogue box shown below:

gat Factor Analysis: Options f5__(|

rMizzing Values
@ Exclude cases listwize
Exclude cazes pairwize
Replace with mean

rZoefficiert Dizplay Farmat
m Sorted by size

[ ESgppress =mall cnefficierrts:f

Ahzolute value below:

[Cu:untinue” Cancel ” Help ]

Missing values can be treated as follows:

e Exclude cases listwise excludes observations that have missing values for any of the variables.

e Exclude cases pairwise excludes observations with missing values for either or both of the pair of variables in
computing a specific statistic.

e Replace with mean replaces missing values with the variable mean.

In this example Exclude cases listwise has been chosen in order to exclude variables with missing values. With regard to
the output of the component analysis there are two options:

e Sorted by size sort’s factor loading and structure matrices so that variables with high loadings on the same factor
appear together. The loadings are sorted in descending order.

e Suppress absolute values less than makes it possible to control the output so that coefficients with absolute values
less than a specified value (between 0 and 1) are not shown. This option has no effect on the analysis, but ensures
a good overview of the variables in their respective factors. In this analysis it has been chosen that no values be-
low 0.1 is shown in the output

18.4 Output

When the various settings in the dialogue boxes have been specified, SPSS performs the component analysis. After click-
ing OK a rather comprehensive output is produced, of which the most relevant outputs are commented below.

KMO and Bartlett's Test

Kaiser-Meyer-Olkin Measure of Sampling

Adequacy. ,791
Bartlett's Test of Approx. Chi-Square 413,377
Sphericity df 28

Sig. ,000
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Anti-image Matrices

Faget
spaendende Egnede Inspirerende Pensum Samlede
Faget relevant | Faget sveert | Tid ift. udbytte | og interessant leerebager litteratur for stort udbytte
Anti-image Covariance  Faget relevant ,497 ,070 -172 -221 -,032 ,080 -,005 -,076
Faget sveert ,070 ,876 -,025 -,079 -,010 ,114 -,152 ,050
Tid ift. udbytte -,172 -,025 ,579 -,009 ,019 -,061 ,081 -,147
Faget spaendende o
e 9 -221 -079 -,009 499 005 -111 027 -104
Egnede leerebager -,032 -,010 ,019 ,005 ,526 -,263 -,087 -,108
Inspirerende litteratur ,080 ,114 -,061 5111 -,263 ,467 ,084 -,054
Pensum for stort -,005 -,152 ,081 ,027 -,087 ,084 ,886 ,019
Samlede udbytte -,076 ,050 -,147 -,104 -,108 -,054 ,019 ,486
Anti-image Correlation Faget relevant , 7632 ,106 -,321 -,443 -,063 ,166 -,008 -,155
Faget sveert ,106 ,7282 -,036 -,120 -,015 ,178 -,172 ,077
Tid ift. udbytte -321 -,036 8432 -,017 ,035 -117 114 -,278
Faget spaendende o a
e 9 - 443 -120 -017 806 010 -231 041 -211
Egnede leerebgger -,063 -,015 ,035 ,010 7467 -531 -127 -,214
Inspirerende litteratur ,166 ,178 -117 -,231 -,531 ,7352 ,130 -,114
Pensum for stort -,008 -,172 114 ,041 -,127 ,130 ,7512 ,029
Samlede udbytte -,155 ,077 -,278 -,211 -,214 -,114 ,029 ,8752

a. Measures of Sampling Adequacy(MSA)

SPSS has now generated the tables for the KMO and Bartlett’s test as well as the Anti-Image matrices. KMO attains a value
of 0.791, which apparently seems to satisfy the criteria mentioned above. Equivalently the Bartlett’s test attains a probabil-
ity value of 0.000. Similarly high correlations are primarily found on the diagonal of the Anti-Image matrix (marked with an
“a”). This confirms out thesis of an underlying structure of the variables.

Total Variance Explained

Initial Eigenvalues Extraction Sums of Squared Loadings Rotation Sums of Squared Loadings
Component Total % of Variance | Cumulative % Total % of Variance | Cumulative % Total % of Variance | Cumulative %
1 3,499 43,740 43,740 3,499 43,740 43,740 2,526 31,574 31,574
2 1,114 13,922 57,662 1,114 13,922 57,662 1,853 23,167 54,741
3 1,031 12,887 70,549 1,031 12,887 70,549 1,265 15,807 70,549
4 ,755 9,434 79,983
5 ,547 6,835 86,818
6 ,401 5,013 91,831
7 ,383 4,792 96,624
8 ,270 3,376 100,000

Extraction Method: Principal Component Analysis.

As can be seen from the output shown above, SPSS has produced the table Total Variance Explained, which takes ac-
count of both the rotated and unrotated solution.

(1) Initial Eigenvalues displays the calculated eigenvalues as well as the explained and accumulated variance for each of
the 8 components.

(2a) Extraction Sums of Squared Loadings displays the components, which satisfy the criterion that has been chosen in
section Extraction (Kaiser's criterion was chosen in section 8.3.2). In this case there are three components with an eigen-
value above 1. These three components together explain 70.549% of the total variation in the data. The individual contri-
butions are 43.740%, 13.922%, 12.887% of the variation for component 1, 2 and 3 respectively. These are the results for the
un-rotated solution.



| |
Introduction to SPSS 19.0 Analytics Group

In (2b) Rotation Sums of Squared Loadings similar information to that of (2a) can be found, except that these are the re-
sults for the Varimax rotated solution. As shown the sum of the three variances is the same both before and after the rota-
tion. However, there has been a shift in the relationship between the three components, as they contribute more equally to
the variation in the rotated solution.

The Scree plot below is an illustration of the variance of the principal components:

Scree Plot

Eigenvalue

T T T T T T T T
1 2 3 4 5 6 7 8

Component Number

After the inclusion of the third component the factors no longer have eigenvalues above 1, and consequently the curve
flattens. Normally the Scree plot will exhibit a break on the curve, which confirms how many components to include. The
graphical depiction could therefore be better in the current example however it is decided to include three components
that satisfy the Kaisers Criteria in the further analysis. It is therefore reasonable to treat the remaining components as
“noise”. This agrees with the previous output of the explained variance in the table Total Variance Explained.

Component Matrix

Component
1 2 3

Samlede udbytte ,816
Faget spaendende o
intgressgnt ’ 762 286 -1l
Inspirerende litteratur , 730 -,257 ,430
Faget relevant , 723 ,330 -,328
Tid ift. udbytte 722 ,187 -,278
Egnede laerebgger ,672 ,592
Faget sveert -,340 , 710
Pensum for stort -,331 ,547 ,540

Extraction Method: Principal Component Analysis.
a. 3 components extracted.
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(3a) Component Matrix displays the principal component loadings for the un-rotated solution. This table shows the coeffi-
cients of the variables in the un-rotated solution. For example it can be observed that the correlation between the variable
Overall benefit and component 1 is 0.829, i.e. very high. The un-rotated solution does not form an optimal picture of the
correlations, however. Therefore, it is a good idea to rotate the solution in hope of clearer results.

(3b) Rotated Component Matrix displays the principal component loadings in the same way, but as the name reveals this
is for the rotated solution.

Rotated Component Matri%

Component

1 2 3
Faget relevant ,854
Faget speendende o
intgressgnt ° 171 ,282
Tid ift. udbytte , 764 , 153 -,161
Samlede udbytte ,669 ,462 -,123
Egnede lzerebgger ,226 ,871
Inspirerende litteratur ,261 ,819 -,214
Pensum for stort -,226 ,799
Faget sveert -,303 ,731

Extraction Method: Principal Component Analysis.
Rotation Method: Varimax with Kaiser Normalization.

a. Rotation converged in 5 iterations.

As previously mentioned, the purpose of rotating the solution is to make some variables correlate highly with one of the
components - i.e. to enlarge the large coefficients (loadings) and to reduce the small coefficients (loadings). Whether a
variable is highly or lowly correlated is subjective, but one rule of thumb is that correlations below 0.4 are considered low.

By means of output (3b) Rotated Component Matrix it is possible to try to join the most similar assessment criteria in three
different groups:

e Component 1: For this group the variables Met expectations, Relationship time/Benefit, Course Interesting and
Overall benefit are important. Therefore it will be appropriate to categorize component 1 as course benefit.

e Component 2: The variable Textbooks suitable and Literature inspiring are correlating highly with component 2
and therefore it is named quadlity of the literature.

e Component 3: The variables More difficult than other courses and Curriculum too extensive all have values above
0.4 compared to the third component. Thus could be named difficulty of the course.

This concludes the example. It is worth mentioning that if these results where to be used in later analyses, all factor scores
should be used. As mentioned, these scores can be calculated by selecting the property called Scores. SPSS will then cal-
culate a score for each respondent based on each of the components.
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19. Cluster analysis

The following analysis and interpretation of Cluster analysis is based on the following literature:

e "Videregdende data-analyse med SPSS og AMOS”, Niels Blunch 1. udgave 2000, Systime. Chp. 1, p. 3 - 29.

19.1 Introduction

Cluster analysis is a multivariate procedure for detecting groupings in the data where there is no clarity. Cluster analysis is
often applied as an explorative technique. The purpose of a cluster analysis is to divide the units of the analysis into small-
er clusters so that the observations in the cluster are homogenous and the observations in the other clusters in one way or
the other are different from these.

In contrast to the discriminant analysis, the groups in the cluster analysis are unknown from the outset. This means that the
groups are not based on pre-defined characteristics. Instead the groups are created on basis of the characteristics of the
data material. It is important to note that cluster analysis should be used with extreme caution since SPSS will always find a
structure no matter if there is one present or not. The choice of method should therefore always be carefully considered
and the output should be critically examined before the result of the analysis is employed.

Cluster analysis in SPSS is divided into hierarchical and K-means clustering (non-hierarchical analysis) Examples of both
types of analyses are found below.

19.2 Hierarchical analysis of clusters

In the hierarchical method, clustering begins by finding the closest pair of objects (cases or variables) according to a dis-
tance measure and combining them to form a cluster. This algorithm starts with each case (or variable) in a separate clus-
ter and com-bines clusters one step at a time until all data is placed in a cluster. The method is called hierarchical be-
cause it does not allow single objects to change cluster once they have been joined; this requires that the entire cluster be
changed. As indicated, the method can be used for both cases and variables.

19.2.1 Example
Data set: Hierarkiskdata.sav from the downloaded zip folder (see top of document).

Data on a number of economic variables is registered for 15 randomly chosen countries. By means of hierarchical cluster
analysis it is now possible to find out which countries are similar with regard to the variables in question. In other words the
task is to di-vide the countries into relevant clusters. The chosen countries are:

e Argenting, Austria, Bangladesh, Bolivia, Brazil, Chile, Denmark, The Dominican Republic, India, Indonesia, Italy, Ja-
pan, Norway, Paraguay and Switzerland.

The following variables are included in the analysis:

e urban (number of people living in cities), lifeexpf (average life span for women), literacy (number of people that
can read), pop_incr (increase in population in % per year), babymort (mortality for newborns per 1000 newborns),
calories (daily calorie intake), birth_rt (birth rate per capita), death_rt (death rate per 1000 in-habitants), log_gdp
(the logarithm to BNP per inhabitant), b_to_d (birth rate in proportion to mortality), fertilty (average number of ba-
bies), log_pop (the loga-rithm of a number of inhabitants).
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Both the hierarchical and the non-hierarchical method will be described in the following paragraphs. However it should
be noted that for both analysis methods the cluster structure is made based on cases. As it will be mentioned later, it is pos-
sible to conduct the hierarchical analysis based on variables, however this is beyond the scope of the manual.

19.2.2 Implementation of the analysis
Choose the following commands in the menu bar:

c3i HIERAKISKDATA.SAV [DataSet?] - SPSS Data Editor

File Edit ey Data Transfarm Analyze Graphs Litilitie= Add-ons Winclone Help
=HEH S i e 3 EE Repoarts » > %
|30 : hirth_rt | Descriptive Statistics »
Takl » .
courtry | s Yy | pop_incr babyrmor
1 Argentina Compare Means » a5 13 o
2 Austria General Linear Model » ag oz £
3 Bangladesh Feneralized Linear Models » 35 24 10E
4 Bolivia Mixed Models » 78 o7 7
5 Erazil Correlate »* a1 13 EE
5 Chile Eesgression » a3 17 14
7 Denmark LEE|mEET > oo 1 £
g Domincan R Classity » | B Twostep Cluster .. 1
E] India Data Reduction b B k-Means cluster... 7c
10 Indonesia Scale » [ Hierarchical Cluster ... o
i » -
11 Italy Monparametric Tests E Discriminart .. ;
12 Japar‘l Time Series » (=[] o3 2
13 Norway Surwvival » ag 0.4 £
14 F'aragua'_-,f @ Mi==ing “alue Analy=is. .. I='n} 27 e
15 Switzerland EMEES REsFEmsE ’ o9 07 E
Gality Cortrol »
ROC Curve. ..

Hereby the following dialogue box will appear:

22 Hierarchical Cluster Analysis

“ariables(=)
@& People living in cities
ﬁ Average female life
ﬁ People who resd (9%,
@& Population increase [...
&7 Infant mortality (dest...

Statistics...
Plots...
Method. ..

Save..

Label Cazes hy:

‘ -» | |‘%l country
rCluster

() cases () Warishles
rDisplay
Statistics Plots

Ok ” Paste ” Resst ” Cancel ” Help ]




| |
Introduction to SPSS 19.0 Analytics Group

The relevant variables are chosen and added to the Variable(s) window (see below). Under Cluster it is chosen whether
the analysis has to do with observations or variables, i.e. if the user wants to group variables or observations into clusters.
Since this example has to do with observations, Cases are chosen.

Provided that the hierarchical analysis is based on cases, such as the above standing example, it is very important that the
chosen variable is defined as a string (in variable view - type).

Under Display it is possible to include a display of plots and/or statistics. The Statistics and Methods buttons must be chosen
before the analysis can be carried through. When these dialogue boxes are activated it is possible to click the Save but-
ton. Subsequently, the above-mentioned buttons will be described:

19.2.2.1 Statistics
e  Choosing Agglomeration schedule helps identify which clusters are combined in each iterative step.

e Proximity matrix shows how the distances or the similarities between the units (cases or variables) appear in the
output.

o Cluster membership shows how every single observations- or variables cluster membership appear in the output.

«=2 Hierarchical Cluster Analysis: 5... b__(|

Agglomeration schedule
Proximity mstriz

~Cluster Memhbership

&) puone]

() Single =olution

Bumber of clusters: I:I

[:J Range of solutions

fdimirmurh number of clusters: I:I
faximum number of clusters: I:I

[ Continue Cancel H Help ]
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A dendrogram or an icicle plot can be chosen here. In this example as well as in the following, A dendrogram will be cho-
sen, since the interpretation of the cluster analysis is often based on this.

19.2.2.3Method

Dendrogram

c:2 Hierarchical Cluster Analysis: P... El

rlcicle

@ Al clusters

Start cluster:
Stop cluster:
By:
O Mone
~Orientation

O Specified range of clusters

[ ]

(&) fwertical

O Horizontal

L Continue I[

Cancel ] [ Helg

In this dialogue box the methods on which the cluster analysis is based are indicated. In Cluster method a number of
methods can be chosen. The most important are de-scribed below:

=:f Hierarchical Cluster, Analysis: Method

Cluster Methoc: [Eietween-groups linkae v]
rMeasure
@ Interval: [Squared Euclidean distance v]
Pouver: |2_--| Root: |2_--|
() Counts: |Chi-squared MESsUre - |
() Binary: |Squared Euclidean distance - |

Present:

Absent: EI

r Transform Values

Transform Measure——

Standardize: [Range Oto 1

'I [ Apsolute values

(@) By wariable
() By case:

|:| Change sign
|:| FRescale to 0-1 range

[ Continue I[

Cancel ] [ Helg ]
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e Nearest neighbour (single linkage): The clusters are created by minimizing the distance between pairs of clusters.

o Furthest neighbour (complete linkage): The distance between two clusters is calculated as the distance between
the two elements (one from each cluster) that are furthest apart.

e Between-groups linkage (average linkage): The distance between two clusters is calculated as the average of all
distance combinations (which is given by all distances between elements from the two clusters).

o Ward'’s method (Ward's algorithm): For each cluster a stepwise minimize action of the sum of the squared dis-
tances to the center (the centroid) within each cluster is carried out.

The result of the cluster analysis depends heavily on the chosen method. As a consequence, one should try different
methods before completing the analysis. In this example Between-groups linkage has been chosen.

Measure provides the user with the choice of different distance measures depending on the type of data in question. The
type of the data in question should be stated (interval data, frequency table or binary variables). In this example interval
has been chosen.

After this, the distance measure must be specified in the /nterval drop-down box. A thorough discussion of these is beyond
the scope of this manual, although several are relevant. It should be noted, however, that Pearson’s correlation is often
used in connection with variables, while Squared Euclidean distance is often used in connection with cases. The latter is
default in SPSS, and it is chosen in the example as well, since observations are considered here. When using Pearson’s cor-
relation one should be aware that larger distance measures mean less distance (measures range from -1 to 1).

Transform values is used for standardizing data before the calculation of the distance matrix, which is often relevant for
the cluster analysis. This is due to the fact that variables with high values contribute more than variables with low values to
the calculation of distances. Consequently, this matter should be carefully considered. In this case, the values are trans-
formed to a scale ranging from O to 1.

Transform Measures is used for transforming data after the calculation of the distance matrix, which is not relevant in this
case.

19.2.2.4Save
This dialogue box gives the user the opportunity to save cluster relationships for observations or variables as new variables
in the data set. This option is ignored in the example.

=32 Hierarchical Cluster Analysis: 5. .. [$__(|

rCluster Membership

(©) buone]

() Single solution

Mumber of clusters: I:I

Q Range of solutions

Minimum number of clusters: I:I
Mazimum number of clusters: I:I

[ Cortinue I [ Cancel ] [ Helg ]
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19.2.3 Output
After the specification of the options the analysis is carried out. This results in a number of outputs, of which three parts are
commented on and interpreted below.

(1) Proximity matrix shows the distances that have been calculated in the analysis, in this case the calculated distances
between the countries. For example, the distance between Norway and Denmark is 0.154 when using the Squared Eu-
clidean distance. The cluster analysis itself is carried out on the basis of this distance matrix. As can be seen, the matrix is
symmetric:

Proximity Matrix

Squared Euclidean Distance
8:Domincan 15:
Case LArgentina | 2:Austria_| 3:Bangladesh | 4:Bolivia 5:Brazil 6:Chile | 7:Denmark R. 9india_| 10:Indonesia | 1Liltaly | 12:Japan | 13:Norway |14:Paraguay | Switzerland
1:Argentina ,000 1,008 4,883 2,233 442 423 1,024 ,936 3,164 1,353 877 ,836 ,694 2,286 ,840
2:Austria 1,008 ,000 7,671 4,809 1,885 1,895 184 2,667 5,653 2,746 ,191 142 ,135 4,659 128
3:Bangladesh 4,883 7,671 ,000 1,398 3,032 5,109 8,498 3,024 484 1,727 7,886 7,867 7,655 4,089 7,830
4:Bolivia 2,233 4,809 1,398 ,000 1,590 1,883 5,276 ,788 1,367 1,261 5,157 4,817 4318 1,370 4,600
5:Brazil 442 1,885 3,032 1,590 ,000 ,921 2,106 ,787 1,665 547 1,611 1,452 1,717 2,572 1,837
6:Chile 423 1,895 5,109 1,883 ,921 ,000 2,081 446 3,543 1,721 1,771 1,217 1,341 1,309 1,441
7:Denmark 1,024 ,184 8,498 5,276 2,106 2,081 ,000 3,125 6,437 3,488 ,355 ,994 ,154 5,243 ,342
8:Domincan R. ,936 2,667 3,024 ,788 787 446 3,125 ,000 2,160 911 2,172 2,286 2,231 ,920 2,311
9:India 3,164 5,653 484 1,367 1,665 3543 6,437 2,160 ,000 739 5,479 5,270 5,684 3344 5,763
10:Indonesia 1,353 2,746 1,727 1,261 547 1,721 3,488 911 ,739 ,000 2,657 2,639 2,872 2,320 2,759
11:ltaly 877 ,1901 7,886 5,157 1,611 1,771 ,355 2,772 5479 2,657 ,000 312 311 4,883 ,236
12:)apan ,836 742 7,867 4,817 1,452 1,217 ,994 2,286 5,270 2,639 312 ,000 ,634 4,245 ,561
13:Norway ,694 ,135 7,655 4,318 1,717 1,341 ,154 2,231 5,684 2,872 311 ,634 ,000 4,013 112
14:Paraguay 2,286 4,659 4,089 1,370 2,572 1,309 5,243 ,920 3344 2,320 4,883 4,245 4,013 ,000 3,952
15:Switzerland ,840 ,128 7,830 4,600 1,837 1,441 ,342 2,311 5,763 2,759 ,236 ,561 ,112 3,952 ,000

This is a dissimilarity matrix

The next output is (2) Agglomeration Schedule, which shows when the individual observations or clusters are combined.
In the example observation 13 (Norway) is first combined with observation 15 (Switzerland), where after observation 2
(Austria) is tied to the very same cluster. This procedure continues until all observations are combined. The Coefficients
column shows the distance between the observations/clusters that are combined.

Agglomeration Schedule

Stage Cluster First
Cluster Combined Appears
Stage | Cluster 1 Cluster 2 | Coefficients | Cluster 1 Cluster 2 | Next Stage
1 13 15 ,112 0 0 2
2 2 13 ,132 0 1 3
3 2 7 ,227 2 0 4
4 2 11 ,273 3 0 8
5 1 6 ,423 0 0 9
6 3 9 ,484 0 0 14
7 5 10 ,547 0 0 10
8 2 12 ,649 4 0 13
9 1 8 ,691 5 0 10
10 1 5 1,023 9 7 12
11 4 14 1,370 0 0 12
12 1 4 1,716 10 11 13
13 1 2 2,718 12 8 14
14 1 3 4,651 13 6 0




| |
Introduction to SPSS 19.0 Analytics Group

The (3] Dendrogram shown below is a simple way of presenting the cluster analysis:

#* # %+ * # + HIERLRERCHICALL CLUTS3TEHER AN ALLYSISZ ® * * %

Dendrogram using Average Linkage [(Between Groups)

RBescaled Distance Cluster Combine

Z L3 E o 5 10 15 20 25
Lakbel Num +-————————- - - - - +
MNorway 13
Jwitzer land 15
hustria 2
Denmark 7
Italy 11
Japan 12

Brazil 5 T
Indonesia 10

Lrgentina 1 ___T____
Chile &

Domincan R.

Boliwvia 4 |

Paraguay 14

Bangladesh 3
India a

The dendrogram indicates that there are three clusters in the data set. These are:

e Norway, Denmark, Austria, Switzerland, ltaly and Japan (i.e. the European countries and Japan).

e  Brazil, Argentina, Chile, The Dominican Republic, Bolivia, Paraguay and Indonesia (i.e. the South American coun-
tries and Indonesia).

e India and Bangladesh (i.e. the Asian countries).

The cluster structure is found by making a sectional elevation through the dendrogram, where the distance is relatively
long. In the example above the sectional elevation is made between 10 and 15. This structure is very much in accordance
with the prior expectations one might have regarding the economic variables in question.
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19.3 K-means cluster analysis (Non-hierarchical cluster analysis)

Contrary to the hierarchical cluster analysis, the non-hierarchical cluster analysis does allow observations to change from
one cluster to another while the analysis is proceeding. The method is based on an iterative procedure where every single
observation is grouped into a number of clusters until the relation, the variance between the clusters and the variance
within the clusters, is maximized. The procedure itself will not be explained further here. It is noted, however, that the user
has the opportunity to choose clusters as well as so-called cluster-centres, which will often be an advantage.

The non-hierarchical cluster analysis is often used in large data sets since the method is capable of treating more observa-
tions than the hierarchical method. Apart from this the method is only used in analysis regarding observations and not
analysis regarding variables.

19.3.1 Example
Data: K-meansdata.sav can be found in the downloaded zip folder (see top of document). The analysis is based on the
same example as the hierarchical cluster analysis in section 3.2.1.

19.3.2 Implementation of the analysis

Before the cluster analysis is carried out it is necessary to standardize the variables from the previous example. As men-
tioned earlier this is done to prevent large values from swinging too much weight on the analysis. When using the k-means
method it is not possible to make any transformations during the analysis, as described in the hierarchical method. There-
fore, this must be done prior to the analysis.

Choose Analyze - Descriptive statistics — Descriptives from the menu bar. This results in a dialogue box, which should be
completed as follows:

i Descriptives

Variablels):
ﬁ People living in cties... [~
ﬁ Average female life .. |
ﬁ People who read (% &

& Populstion increase ...
&% Infant mortality (dest...
ﬁ Diaily calarie intake [...
& Birth rate per 1000 p...

&% Desth rate per 1000 .
&2 oo rbase 10 of GO |7

Options...

|Save standardized values az variables|

[ox [ eome [ goset [ conemt J[_rep ]

After this it is time to carry out the analysis on the basis of the new standardized variables. Choose the following from the
menu bar:
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2 K-MEANSDATA.SAY [DataSet1] - SPSS Data Editor

|
Analytics Group

Eil=  Edit iew Data TIransform | Analyze Graphs  Uilties  Add-ons  wWindow  Help
EEHES B O 2 5=[  repors .EQ,§|
|1 : country |Argemina Descriptive Statistics L3
L] .

I coumntry |_ TEHEES cy | pop_incr babymol

1 Argentina EEmTEe =S i’ a5 13 2

z Austria General Linear Model » =) oz [

3 Elangladesh Generalized Linear Models » 35 24 108

4 Bolivia RS M=E i’ 73 27 7

5 Brazil Bk i’ 81 13 Bt

5 Chile Eeafess ey i’ 93 17 1.

7 Denmark LEimEer D ==l k| i

a Domincan B Classify » @a TwosStep Cluster... 5

g India Data Reduction (== H-teans Cluster... 71

10 Indonesia Scale » i Hierarchical Cluster . =

. 5 B

11 Italy HEmRERERE TS B Discriminant... '

12 Japan = Sl ’ 59 ] .

13 Morway _ e y 99 0.4 £

14 F'araguay 55 Missing “Walue Analysis... an 27 e

15 Switzerland DTS (REEEmES i’ 99 07 ‘

Gyality Cortrol [ ]
ROC Curve. .

This results in the following dialogue box:

K-Means Cluster Analysis @

Lf People living in cities ...
‘g& Average female life ...
& People wha read (3. |
g@ Population incresse (...
& Infart mortalty (dest...
& Daily calorie intake [c... [
& Birth rate per 1000 ...
& Death rate per 1000 .
& Lon rbase 101 0f GD...

Mumber of Clusters:

rCluster Centers

[+]

- Fllethud

@ terste and classify O Clazsify only

“ariables:

& Tscore:
g& Iscore:
& Tscore:
g? Iscore:
& Tscore:

g? Iscore:
s

People living in cities (%) [Z... [*]

Aoverage female life expect... |
People whio read (%) [Zliter ..

Populstion incresse (% per .| |

Infart mortality (deaths per .

Draily calorie intake [£calories] =

Label Cases by

|& courtry

[ Read initial

{ : ) Open dataset |

[ wirite final:

@ Exdernaldatafie | Fie.. |

'§' Meswy dataset |

() Data file

| File... |

[ ox

” Pazte ” Reset ” Cancel ” Help l
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Here all the standardized variables are moved to the Variables window. Since the names of the countries are meant to be
included in the output, the variable Countryis moved to the Label Cases by window.

As opposed to the hierarchical cluster analysis it is not a requirement for the non-hierarchical cluster analysis that the vari-
able used to group the clusters by (in this case country) is defined as a string.

Methodis set to /terate and classify as default, since the classification is to be per-formed on the basis of iterations.

In that connection it must be decided how many clusters are wanted as a result of the iteration process. This is chosen in
the Number of Clusters window. The number of clusters depends on the data set as well as on preliminary considerations.
From the result of the hierarchical analysis there is reason to believe that the number of clusters is three, so this is the num-
ber that has been entered. If one has detailed knowledge of the number and characteristics of expected clusters, it is pos-
sible to define cluster centers in Centers.

In addition to the options described above there is a number of ways, in which the user can influence the iteration proce-
dure and the output. These are dealt with below.

19.3.2.1 Iterate
Clicking the /terate button results in the following dialogue box with three changeable settings:

22 K-Means Cluster Analysis: lterate FX|

Mlaximum kerstions:
Convergence Criterion: (0,001

I Cortinue ” Cancel ][ Help ]

Maximum iteration indicates the number of iterations in the algorithm, which ranges between 1 and 999. Defaultis 10 and
this will be used in this example as well.

Convergence Criterion defines the limit, at which the iteration is ended. The value must be between 0 and 1. In this exam-
ple a value of 0.001 is used, which means that the iteration ends when none of the cluster centers move by more than 0.1
percent of the shortest distance between two clusters.

Selecting Use running means is the mean values will be recalculated each time an observation has been assigned to a
cluster. By default this only happens when all observations have been assigned to the clusters.

19.3.2.2 Save

Under Save it is possible to save the cluster number in a new variable in the data set. In addition it is possible to create a
new variable that indicates the distance between the specific observation and the mean value of the cluster. See the dia-
logue box below:

<2 K-Means Cluster: Save Mew Vari... E]

luster membership

Distance from cluster center

[ Continue ” Cancel ” Help ]
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19.3.2.3Options
Clicking Options gives the user the following possibilities:

2 K-Means Cluster Analysis: Options _|

rStatistics

Initizl cluster certers|

[ ] Ao 2, table

Cluster information for each case

~rMissing values

(#) Exclude cases listwise

O Exclude cases pairwise

[ Continue i [ Cancel ] [ Help ]

Initial cluster centers are the initial estimates of the cluster mean values (before any iterations).

ANOVA table carries out an F-test for the cluster variables. However, since the observations are assigned to clusters on the
basis of the distance between the clusters, it is not advisable to use this test for the null hypothesis that there is no differ-
ence between the clusters.

Cluster information for each case ensures that a cluster number is assigned to each observation - i.e. information about the
cluster relationship. Furthermore, it produces information about the distance between the observation and the mean value
of the cluster.

Choosing exclude cases listwise in the Missing values section means, that a respondent will be excluded from the calcula-
tions of the clusters, if there is a missing value for any of the variables.

Exclude cases pairwise will classify a respondent in the closest cluster on the basis of the remaining variables. Therefore, a
respondent will always be classified, unless there are missing values for all variables.

19.3.3 Output
The analysis results in a number of outputs, of which the most relevant will be interpreted and commented on the follow-

ing page.
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Cluster Membership
a country Cluster Distance
1 Argenting 2 1,787
2 ALstria 2 1,386
2 Bangladesh 3 2,154
4 Boalivia 3 2,370
Gl Brazil 2 3,074
6 Zhile 1 1677
7 Denmark 2 1,786
g Domincan R. 1 1,244
g India 3 1,438
10 Indonesia <! 2,106
11 [taly 2 1,150
12 Japan 2 1,921
13 Morway 2 1,126
14 Paraguay 1 2120
14 Switzerland 2 1257

The output (1) Cluster Membership shows, as the name indicates the countries’ relation to the clusters. From the output it is
obvious that, except for a few changes, the cluster structure is identical to that of the hierarchical method. Distance is a
measure of how far the individual country is located compared to the center of its cluster. The output shows that Brazil is
the country, which is located furthest away from its cluster center with a distance of 3,075.

The next output to be commented on is (2) Final Cluster Centers. From this output the mean value of the standardized var-
iables for each of the three clusters appear. It is therefore possible to compare the clusters on the basis of each variable.

Final Cluster Centers

Cluster
1 2 3
Zscare: Peaple living in 18741 50085 | -1 37225

cities (%)

Zzcore: Averane female
life expectancy

Zscore: People who read
(%)

18148 JB0833 | -1,35285
18983 ATES3 | -1,29543

Zscare: Population
increase (% per year) 84337 - 782496 43340

Zzcare: Infant morality

(deaths per 1000 live - 17853 - 59600 1,32664
hirths)

Zzcare: Daily calorie

intake -52205 a8 | 111277
Zscare: Bith rate per

1000 people JBT384 - TBE14 1,06691
Zzcare: Death rate per

1000 people -1,58610 ATETO 43618
Zscore: Log (hase 10y of : :
GDF_CAP 42130 JFrann 1,23403
Zscore: Birth to death

ratio 1,44708 - 687499 28317

Zscare: Fedility, average
nurmber af kids 39893 - 70822 111724
Zzcore: Log (hase 10) of

Fapulation 71600 | -14983 | 83687
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The last output, which will be commented on is (3) Distances between Final Cluster Centers.

Distances between Final Cluster Centers

Cluster 1 2 3

1 4,301 4,321
2 4,301 5,818
3 4,321 5,818

This output indicates the individual distances between the clusters. In this example cluster 1 and 2 are most alike. A closer
look at output (2) is required in order to explore the differences and similarities in depth.
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20. Non-Parametric tests

20.1 Cochran’s Test

The Cochran test calculates the Cochran’s test statistic. All variables to be tested must have a binary outcome (0/1). The
hypothesis for the test looks like the following.

H, : No difference in use of name for product

H,: Difference in use of name for product
To illustrate the use of this test we use a dataset, where a number of different respondents have made a valuation of 6

different names for a clothing store, each respondent had to evaluate whether he liked (1) or disliked (0) the name. The
dataset CochranTest.sav for this test can be found in the downloaded zip folder (see top of document).

Selecting Analyze -> Non Parametric Tests -> K Related samples can run the test. Choose your settings as shown below
and press OK.

& Tests for Several Related Samples

Test Variables:

& Respondert QS Han=an | Exact... |
‘5 The_Hansons | Statistics. .. |
‘5 Han_Stare -
‘5 The_H_Store

| « | &SStore_of_Hansons

Test Type

[ Friegman [ Kendal's v Cochran's @

| Ok Jl Paste || Reset || Cancel || Helgp

Remember to tick the Cochran’s test.

Freguencies

Yalue
1] 1
Hanson 11 ]
The_Hansons 11 9
Han_Stare 12 g
The_H_5Stare g 12
Store_of_Hansans g 11

Test Statistics
h 20.000
Cochran's @ 21184
df 4.000
Asyrmp. Sig. 714

4.1 ig treated ag a success.
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The first table is a table of frequencies showing how the answers from the respondents are distributed. The second table
above shows the result of the Cochrans test. In this case we get a Q value of 2,118, and a p-value of 0,7 T4. On the basis of
these values we cannot reject the HO hypothesis, and conclude there is no difference in use of name.

20.2 Friedman’s Test

Friedman's test is used when e.q. a group of respondents have evaluated an effect of different products (interdependence
between observations). The hypothesis looks like the following:

H, : Ranking independent of product
H, : Ranking dependent of product

In contrast to Cochran’s test, it is not required for the variables to have a binary outcome. Instead the Friedman’s test is
based on a re-coding of the variables, so they become ranked. In this way the lowest value for each observation row (for
each respondent) will be given the value 1 while the second lowest value will be given the value 2 etc. After recoding, the
sum of the evaluation for each product (column) is calculated. In the end a test will be made for differences between the
product’s sums.

The example used in this test is in many ways similar to the one used in Cochran, but here the respondents have valuated
the different products on a scale from 1-5.

The dataset FriedsmannTest can be found in the downloaded zip folder (see top of document) To run the test open Ana-
lyze -> Non Parametric Tests ->Legacy Dialogs ->K Related Samples and type in the settings as shown below.

iif Tests for Several Related Samples @

Test Wariables:
ol Productt
ol Procuctz

Il Products

Il Products
| ol Products

Test Type
[ Friedman [| Kendal's v [ Cochran's @

(Cox) (paste ) (meset) (cancet) (e )

As seen above products1, products2, products3, products4 and products5 have to be the test variables. Remember to tick
the Friedman test.
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Friedman Test

Ranks

Mean Rank
Productt 460
Praductz 3.20
Product3 265
Productd 1.60
Producta 285

Test Statistics®

M 10.000
Zhi-Sguare 20,787
df 4.000
Asymp. Sig. onn

a. Friedman Test

The output above shows a statistic of 20,787, which gives a p-value of 0%. On the basis of this we reject the HO hypothesis
and conclude that at least two of the products differ in their treatment effect.

Since the data is Ordinal we cannot do a bonferroni. Instead we have to create a syntax. The syntax will look as follows.

E= *friedman.sps - PASW Statistics Syntax Editon

File  Edit “iew Data Transform  Analyze Graphs  Utiities Add-ons Run Tools  Window  Help

SHE -~ RELE B PO o8
‘ou ﬁ ﬁAcﬁve;

compute compute alpha=0.05.
compute compute k=5
coLte compute k=10

compute fried=idf. srange(1-alpha k 9999987 s qrib ™k (k+13112).
exe.
P delete variables k TO b.

delete variables

1
2
3
4 U
5
B
7

P& Statistics Processor is ready In7 Col 24

e Atcompute alpha we have to choose our significant level. In this case it is 0,05.
e Atcompute k we have type in how many groups there is in the test. In this case 5.
e At compute bthe value has to be 10 since we in this case have 10 respondents.
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When the play button has been pressed a new variable in the dataset will appear. In this case we get 19,29. We use this
value to find significant difference between groups. Before this can be done, the sums for each group have to be calcu-
lated. It can be done under Analyze ->Descriptive Statistics->Descriptive. The following output appears.

Descriptive Statistics
I+ Sum

Product 10 4300
Product2 10 2980
Froduct3 10 21 &0
Froductd 10 12.00
Fraducta 10 28.00
Walid M (listwize) 10

It can now be seen that there is a significant difference between Product1 and Product4, since there is a difference great-
er than 19,29. Product1 and Product3 is as well significant different.

20.3 Kruskal Wallis Test

The Kruskal Wallis’ test is used when analyzing for differences e.q. between different machines. Under normal conditions a
one factor ANOVA test would be used. But if the assumptions of the test variable are not met see, we often use Kruskal
Wallis.

In the following example, an expert in taste has made a valuation of 3 different machines, with different configurations,
and given each machine a value from 0-100 on the basis of there performance. The dataset “Kruskall Wallis.sav” can be
found in the downloaded zip folder (see top of document)

We want to test whether there is a difference in the respondent’s opinion on the 3 different machines. The hypothesis looks
like the following:

H, : No difference among the machines
H, : At least two are not equal

One of the conditions for running the test is that the dependent variable is of an ordinal scale. The valuation of the differ-
ent products on the 0-100 scale must therefore be ranked, so the lowest score gets the value 1, the second lowest the val-
ue 2 and so forth.

The test is done in the following way. Go to Analyze -> Non Parametric Tests -> Legacy Dialogs -> K Independent samples.

Arrange your window similar to the one shown below.
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£if Tests for Several Independent Samples @

Test Variahle List:
g& Perfomance [Points]

Qptions. ..

Grouping Yariable:
* | Machinecz 7

Define Rande...

Test Type
[ Kruskalwaalis H [ Median

C] [Eeset ][Cancel][ Helg ]

In define groups you put in the minimum and maximum value as shown below.

£if Several Independent Sa... @

Range for Grouping Yariable

hdinirmLirm:
Mairnuim:

[CDntinue][ Cancel ][ Hel ]

Kruskal-Wallis Test

Ranks
achine M Mean Rank
Perfomance  Machine 1 7 16.26
Machine 2 7 743
Machine 3 7 921
Total el
Test Statistics™®
Ferformance
Chi-Square 2165
df 2
Asyrnp. Sig. 017

a. kruskalWallis Test
h. Grouping Variable: Machine

|
Analytics Group
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The test results are shown above and the p-value is 0,005, which means rejection of Ho and differences between the PH-
values exist, although we are not able to tell which PH-value that differ from each other in taste.

We have to create a syntax to be able to tell that. It will look like the one below. Before it will work the text has to be
marked and the play button has to pressed. It is very important that the dot at every line does not get deleted.

&= *dunn.sps - PASW Statistics Syntax Editor

File  Edit “iew Data Transform  Analyze Graphs  Utlties  Addons  Run Toolz  Windows  Help
= = = =
SHE - REBL= A PO 00 B» B
OGO W W s
cotpute 1 compute alpha=0.05. -
compute 2 compute k=3.
cormpLte 3 compute n=21.
coripLte 4 compute n_j=7.
compute g compute n_ji=7.

B Y

7 compute dunn=idf normal(1-alphalk*(k-130.0, 1 sqrin™(n+11 271 /n_+1n_fj)).
delete variables

8 exe.

g P delete variables k TO an.|

H

Ling Command Information

PASW Statistics Processor is ready In49 Cal 27

e At compute alpha we have to choose our significant level. In this case it is 0,05.

e At compute k we have type in how many groups there is in the test, in this case 3.

e At compute nthe value has to be 21 since we in this case have 3*7 = 21 respondents.

e At compute n_j and compute n_ij the value has to be 7, since there are 7 values for each machine. If it there
where different numbers of respondents in the group, then a dunn had to be performed for two groups at time.

When the play button has been pressed a new value in the dataset will appear. In this case we get 7,94.. We use this val-
ue to find significant difference between groups. In Kruskal Wallis the difference between the mean ranks has to be calcu-
lated, and if the groups have a difference more than 7,94, then they are significant different. In this case Machine 1 is sig-
nificant better than machine 2.
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ADVANCED MULTIMEDIA GROUP

ADVANCED
MULTIMEDIA
GROUP

Advanced Multimedia Group is a division under AU [T
supported by student instructors. Our primary objective is to
convey knowledge to relevant user groups through manuals,
courses and workshops.

Our course activities are mainly focused on MS Office, Adobe
CS and CMS. Furthermore we engage in e-learning activities
and auditive and visual communication of lectures and
classes. AMG handles video assignments based on the
recording, editing and distribution of lectures and we carry
out a varied range of ad hoc assignments requested by
employees.

In addition, AMG offers solutions regarding web
development and we support students’ and employees’ daily
use of typo3.

PLEASE ADDRESS QUESTIONS OR COMMENTS REGARDING THE CONTENTS OF THIS GUIDE TO

ANALYTICS@ASB.DK



mailto:analytics@asb.dk

